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I. Introduction
On November 13, 2020 the Committee on Technology, chaired by Council Member Robert Holden, will hold an oversight hearing on Ethical Implications of Using Artificial Intelligence and Automated Decision Systems. The Committee will also hear Int. No. 1894, in relation to the sale of automated employment decision tools. The Committee expects to receive testimony from the Department of Consumer and Worker Protection, the New York City Commission on Human Rights, advocacy groups, academia, and other interested members of the public.

II. Artificial Intelligence and Automated Decision Systems Background  
Automated Decision Systems (“ADS”) have potential value, but it is also important to recognize its potential risks. Often the risk is associated with bias and discrimination.   Automated Decision Systems (“ADS”) generally refer to technical systems that aim to aid or replace human decision-making.[footnoteRef:1]  Elements of ADS often include computational implementation of algorithms. The Oxford English Dictionary defines an algorithm as “a procedure or set of rules used in calculation and problem-solving.”[footnoteRef:2] The term originally meant nothing more than basic arithmetic.[footnoteRef:3] Now, with the advent of more advanced computers and the ability to collect, compute, and compare ever-increasing amounts of data, algorithms have become more complex and powerful.[footnoteRef:4] And while ADS was marketed as a means to streamline and remove bias in decision-making, biases can and do persist within the algorithms’ data.[footnoteRef:5] Significantly, algorithms represent the promise and peril of social engineering on a scale larger, yet more precise, than ever before.[footnoteRef:6] [1:  Automated Decision Systems, Examples of Government Use Cases, AI NOW, p.1, https://ainowinstitute.org/nycadschart.pdf. ]  [2:  Algorithm, OXFORD ENGLISH DICTIONARY (3d ed. 2012), http://www.oed.com/view/Entry/4959?redirectedFrom=algorithms. ]  [3:  See Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 62, 63 (2019).]  [4:  See Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 62, 63 (2019).]  [5:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, Toward Algorithmic Transparency and Accountability, Communications of the ACM, Vol. 60 No. 9, Page 5, https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ]  [6:  See Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 62, 63 (2019).] 

Artificial intelligence (“AI”) is the science and engineering of intelligent machines. It is not a single technology but is comprised of related and often-connected technologies that work together to supply “human-like” responses and reasoning.[footnoteRef:7] Also referred to as “cognitive technologies,” artificial intelligence comprises, among other things, the technologies of deep learning, natural language processing, machine vision, speech recognition and expert systems. [footnoteRef:8]  Among these, deep learning is the most transformative and is the core of what is considered modern artificial intelligence.[footnoteRef:9]  [7:  Bob Lambrechts, May It Please the Algorithm, J. KAN. B. ASS'N, JANUARY 2020, AT 36, 38.]  [8:  Deep learning utilizes neural networks, a computer system modeled after the human brain and nervous system that learn from large amounts of data.  This is similar to how humans learn from their experience. The deep learning algorithm would perform a task repeatedly, each time tweaking it a little to improve the outcome. See Bob Lambrechts, May It Please the Algorithm, J. KAN. B. ASS'N, JANUARY 2020, AT 36, 38.]  [9:  Deep learning utilizes neural networks, a computer system modeled after the human brain and nervous system that learn from large amounts of data.  This is similar to how humans learn from their experience. The deep learning algorithm would perform a task repeatedly, each time tweaking it a little to improve the outcome. See Bob Lambrechts, May It Please the Algorithm, J. KAN. B. ASS'N, JANUARY 2020, AT 36, 38.] 

Today, “breakthroughs in AI and big data analytics allow ADS to make many… decisions, e.g., who gets a loan, who gets a job, who gets promotions, what stocks to buy and more.”[footnoteRef:10] The use of ADS, however, is not limited to private sector, as federal and local governments also utilize ADS.   [10:  “Big data analytics” refers to the industry that analyzes and processes datasets too large for normal software; See Mihailis E. Diamantis, The Extended Corporate Mind: When Corporations Use Ai to Break the Law, 98 N.C. L. REV. 893 (2020). ] 

Some examples of entities that use algorithms, and the algorithms that they use, include: “the Social Security Administration uses algorithms to aid its agents in evaluating benefits claims; the Internal Revenue Service uses them to help select taxpayers for audit; the Food and Drug Administration uses algorithms to study patterns of foodborne illness; the Securities and Exchange Commission uses them to detect trading misconduct; local police departments employ algorithms to help predict the emergence of crime surges; courts use them to help sentence defendants; and parole boards use them to predict who is least likely to reoffend.”[footnoteRef:11] Currently, New York City government offices use algorithms to assist officials in predicting where crimes may occur, placing students in public schools and scheduling building inspections, among other things.[footnoteRef:12] For example, the New York City Administration of Children’s Services (“ACS”) has been using a “software that help[s] strengthen investigations of possible child abuse and neglect, [by] automatically identify[ing] and flag[ing] high-risk cases that need additional review by managerial staff.”[footnoteRef:13] The New York City Department of Education (“DOE”) has been using a School Assignment Algorithm to assign students to schools.[footnoteRef:14]  The New York City Fire Department (“FDNY”) has been using the Risk-Based Inspection System, an Oracle-based program with data-mining capabilities, to better anticipate where fires may spark. This algorithm organizes data from five city agencies into approximately 60 risk factors, which are then used to create lists of buildings that are most vulnerable to fire.[footnoteRef:15] The New York City Department of Housing Preservation and Development (“HPD”) has an initiative to use certain predictive analytics to identify buildings at the greatest risk for physically deteriorating conditions that endanger the health and safety of residents.[footnoteRef:16]  [11:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 64–65 (2019).]  [12:  Benjamin Freed, New York City’s Algorithm Task Force to Hold First Public Meetings Nearly a Year After Creation, STATESCOOP, March 29, 2019, https://statescoop.com/new-york-citys-algorithm-task-force-to-hold-first-public-meetings-nearly-a-year-after-creation/. ]  [13:  ACS DEPLOYS NEW TECHNOLOGY TO HELP FRONTLINE STAFF PROTECT NYC CHILDREN FROM ABUSE AND NEGLECT, New York City Administration of Children’s Services press release, October 30, 2018, https://www1.nyc.gov/assets/acs/pdf/PressReleases/2018/ACSMobileTechnology.pdf. ]  [14:  Tracy Tullis, How Game Theory Helped Improve New York City’s High School Application Process, December 5, 2014, NEW YORK TIMES, https://www.nytimes.com/2014/12/07/nyregion/how-game-theory-helped-improve-new-york-city-high-school-application-process.html. ]  [15:  Brian Heaton, New York City Fights Fire with Data, GOVERNMENT TECHNOLOGY, May 15, 2015, https://www.govtech.com/public-safety/New-York-City-Fights-Fire-with-Data.html. ]  [16:  Sohaib Hasan, Using Analytics to Make Bad Buildings Better in New York City, DATA LOOK, https://web.archive.org/web/20190914064103/http://blog.datalook.io/using-data-analytics-to-make-bad-buildings-better-in-new-york-city/.  ] 


A. Benefits of Artificial Intelligence and Automated Decision Systems 
Algorithms hold tremendous value. Their ability to process data promises significant benefits to the economy, such as allowing consumers to find and sort products more quickly, which in turn lowers search costs. Artificial Intelligence, among other things, can use algorithms to aid the detection of financial mismanagement, identity theft and credit card fraud.[footnoteRef:17] Algorithmically-informed decision-making promises increased efficacy and fairness in the delivery of services. In the medical profession, for example, actuarial prediction is sometimes measurably better than clinical prediction: formalized analysis of datasets can result in better assessments of risk than less formal professional determinations developed over years of experience in practice.[footnoteRef:18] An algorithm’s data analysis can reveal patterns not previously noticed, recognized or precisely quantified. For example, systematic tracking of restaurant reviews, such as those contained on app services can inform local health inspectors about food-borne illnesses emerging from the restaurants in their jurisdictions.[footnoteRef:19]  Matching candidates to positions in an expeditious and efficient manner dramatically cuts down on listing-to-hire time.[footnoteRef:20] [17:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 65 (2019).]  [18:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018).]  [19:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018) (citing See Edward L. Glaeser et al., Big Data and Big Cities: The Promises and Limitations of Improved Measures of Urban Life (Harv. Bus. Sch. NOM Unit, Working Paper No. 16-065, 2015), https://dash.harvard.edu/bitstream/handle/1/24009688/16-065.pdf). ]  [20:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAWYER, FEBRUARY 2020, AT 36, 37.] 


B. Risks Associated with Artificial Intelligence and Automated Decision Systems 
Although some of the benefits that can be offered by algorithmic decision-making include speed, efficiency and fairness, there is a common misunderstanding that algorithms automatically result in unbiased decisions.[footnoteRef:21] Yet, one of the main concerns with the use of ADS and AI is “algorithmic bias.” This is when biases--such as those belonging to the person developing the program--seep their way into the algorithms used in the decision-making process or when the algorithms disproportionately affect people of a particular category, such as race, gender, or economic status.[footnoteRef:22] “These biases are often unintended and, generally, the algorithms used in AI can be trained to be more objective than human decision-making.” [footnoteRef:23] However, the potential for bias can still present concerns with regard to discriminatory impact, which could result in various types of risks to the algorithm user.[footnoteRef:24] [21:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, Toward Algorithmic Transparency and Accountability, Communications of the ACM, Vol. 60 No. 9, Page 5, https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ]  [22:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 38.]  [23:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 38. ]  [24:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 38. ] 

Bias can generally result from at least one of two factors during the development of an algorithm. The first is largely internal to the process of data collection—when errors in data collection, like inaccurate methodologies, lead to inaccurate depictions of reality.[footnoteRef:25] The second type, however, comes from an external source and occurs  when the underlying subject matter draws on information that reflects or internalizes some variations of structural discrimination, hence influencing the resulting data.[footnoteRef:26]  [25:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019) (citing Kate Crawford et al., The AI Now Report: The Social and Economic Implications of Artificial Intelligence Technologies in the Near-term, 6-7 (2016), https://ainowinstitute.org/AI_Now_2016_Report.pdf. ]  [26:  See Joanna Bryson, Three Very Different Sources of Bias in AI, and How to Fix Them, Adventures NI (July 13, 2017), http://joanna-bryson.blogspot.com/2017/07/three-very-different-sources-of-bias-in.html (demonstrating that bias is introduced to artificial intelligence when there is poor quality data that is tainted with human biases and/or when the formal models behind AI are not well reasoned);Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019). ] 

The main problem with “algorithmic bias” is the data that is used to “train” the AI. [footnoteRef:27] Training data can itself be biased, a feature that is simply amplified once the AI is let loose on a new set of facts. [footnoteRef:28] So, for instance, if historical data in criminal sentencing or crime statistics is racially biased, then the AI will be too each time it is used to recommend a sentence.  [27:  Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 Yale JL & Tech 106, 188 [2019] (citing Sophie Kleeman, Here Are the Microsoft Twitter Bot's Craziest Racist Rants, GIZMODO (Mar. 24, 2016), https://gizmodo.com/here-are-the-microsoft-twitter-bot-s-craziest-racist-ra-1766820160). ]  [28:  Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 Yale JL & Tech 106, 188 [2019] (citing Sophie Kleeman, Here Are the Microsoft Twitter Bot's Craziest Racist Rants, GIZMODO (Mar. 24, 2016), https://gizmodo.com/here-are-the-microsoft-twitter-bot-s-craziest-racist-ra-1766820160). ] 

Further, larger data sets subsequently used to produce AI outcomes can also be subject to bias. Input data is generated either by humans or sensors that are designed by humans.[footnoteRef:29]  Data selection, interpretation and methodologies are also of human design and may reflect human biases. [footnoteRef:30] Thus, “flaws-ethical or methodological--in the collection and use of big data may reproduce social inequality.”[footnoteRef:31] Algorithms may be used to make subjective decisions, including “classification, prioritization, association, and filtering .... They transform information, and they have social consequences.”[footnoteRef:32] [29:  Id.]  [30:  Id.]  [31:  Id.]  [32:  Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 YALE J. L. & TECH. 106, 158–59 (2019).] 

Therefore, some ADS have limitations or biased sampling. As a result, decisions made by them may intensify rather than remove human biases contrary to popular conception.[footnoteRef:33] This poses real risks for equality and democracy.[footnoteRef:34] [33:  Id (citing Justin Sherman, AI And Machine Learning Bias Has Dangerous Implications, OPEN-SOURCE (Jan. 11, 2018), https://opensource.com/article/18/1/how-open-source-can-fight-algorithmic-bias (saying that “data itself might have a skewed distribution”).]  [34:  Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 YALE J. L. & TECH. 106, 158 (2019). ] 

C. Other Issues Associated with Artificial Intelligence and Automated Decision Making Systems
Most ADS and AI developers neither disclose their predictive models or algorithms[footnoteRef:35] nor publish the source code for their software, making it impossible for the consumer to inspect the system. Many criticize this undisclosed “black box,” realm in this area of ADS and AI potentially discriminatory, erroneous, or otherwise problematic.[footnoteRef:36] Often, ADS are based on algorithms that are so complex that the people who are affected by the decisions made by the systems cannot understand them and the government is unable to regulate them properly. The expanding use of AI in a wide range of industries, for significant decisions on everything from consumer credit limits to health care premiums, heightens concerns that the technology is effectively shielded from scrutiny by the complexity of the algorithms or trade secret considerations.[footnoteRef:37] The companies that design and use these algorithms consider them to be proprietary. Requests for disclosure of the algorithms and information about how they make their calculations are generally resisted on the grounds that these formulas are confidential business data that the companies are entitled to protect.[footnoteRef:38] [35:  An algorithmic process will typically involve (1) the construction of a model to achieve some goal, based on analysis of collected historical data; (2) the coding of an algorithm that implements this model; (3) collection of data about subjects to provide inputs for the algorithm; (4) application of the prescribed algorithmic operations on the input data; and (5) outputs in the form of predictions or recommendations based on the chain of data analysis. Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 107–08 (2018).]  [36:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 107–08 (2018).]  [37:  Ronald Hedges, Gail Gottehrer, Hon. James C. Francis IV, Artificial Intelligence and Legal Issues, LITIGATION, FALL 2020, AT 11.]  [38:  Ronald Hedges, Gail Gottehrer, Hon. James C. Francis IV, Artificial Intelligence and Legal Issues, LITIGATION, FALL 2020, AT 11.] 

Generally, a limited disclosure of an algorithm reveals very little primarily because its effects are not easily interpreted with a simple reading of the code.[footnoteRef:39] Thus, a source code disclosure is only a partial solution when looking at the larger problem of algorithmic accountability.[footnoteRef:40]  As a general matter, because of the grey areas of legal interpretation around this subject, it is hard to know whether something is potentially unlawful.[footnoteRef:41]  [39:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 137 (2019).]  [40:  Id.]  [41:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 137 (2019).] 


III. The Use of Artificial Intelligence and Automated Decision Systems in Hiring
ADS and AI are being used more to assist with evaluating their financial, physical, and mental well-being, as well as to assist employers with recruiting.[footnoteRef:42] In fact, it is not uncommon for large companies to utilize technology in the recruiting and hiring process.[footnoteRef:43] For example, Ideal, a Toronto-based startup, helped various large retailers with hiring by screening resumés, gathering information from applicants regarding their shift availability and skills via chatbot, and recommending qualified candidates.[footnoteRef:44] Some fast food franchisees use a centralized candidate screening system that the company hired a contractor to develop, which makes some algorithmic assessments of workers before their applications are ever reviewed by a manager.[footnoteRef:45] [42:  26 No. 18 Quinlan, HR Compliance Law Bulletin NL 7.]  [43:  The AI revolution is starting to impact the workplace, 2020 WL 1224050.]  [44:  Brishen Rogers, The Law and Political Economy of Workplace Technological Change, 55 HARV. C.R.-C.L. L. REV. 531, 564 (2020) (citing Charging Parties' Post-Hearing Brief in Opposition to Proposed Settlement Agreements at 15-16, McDonald's USA LLC et al. and Fast Food Workers Committee and SEIU et al., National Labor Relations Board Cases 02-CA-093893 et al., & 04-CA-125567 et al. (Apr. 27, 2018)).]  [45:  Brishen Rogers, The Law and Political Economy of Workplace Technological Change, 55 HARV. C.R.-C.L. L. REV. 531, 564 (2020) (citing Charging Parties' Post-Hearing Brief in Opposition to Proposed Settlement Agreements at 15-16, McDonald's USA LLC et al. and Fast Food Workers Committee and SEIU et al., National Labor Relations Board Cases 02-CA-093893 et al., & 04-CA-125567 et al. (Apr. 27, 2018)).] 

This artificial intelligence technology can be used in a variety of ways, from scanning a candidate’s online presence to analyzing video interviews for the purpose of evaluating a candidate’s behaviors and mannerisms, using the technology to evaluate whether a candidate is suited for the position.[footnoteRef:46] This technology can also be used to quickly evaluate resumes, scanning them for key words and pulling the most qualified candidates based on various metrics like work experience and education.[footnoteRef:47] Although there are flaws with the AI systems, such as potentially recommending an unqualified candidate, the AI tools are appealing because they can review applications more quickly than humans, and given the nature of AI, these tools can “learn” from their mistakes and improve their functions.[footnoteRef:48] [46:  The AI revolution is starting to impact the workplace, 2020 WL 1224050.]  [47:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 37.]  [48:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 37.] 

	
A number of companies producing AI recruitment and screening technology claim that their products are capable of reliably extrapolating personality traits and predicting social outcomes such as job performance.[footnoteRef:49] However, their methods of “analysis” often involve questionable assessments of observable physical factors.[footnoteRef:50] Such algorithmic hiring products merit skepticism in any application, and recent studies suggest that they might systematically disadvantage applicants with disabilities because they present differently than the majority of a company’s applicants or employees.[footnoteRef:51] [49:  Rebecca Heilweil, Artificial Intelligence Will Help Determine If You Get Your Next Job, RECODE, Dec. 12, 2019, https://www.vox.com/recode/2019/12/12/20993665/artificial-intelligence-ai-job-screen. ]  [50:  See Arvind Narayanan, Presentation: How to Recognize AI Snake Oil, https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-AIsnakeoil.pdf ]  [51:  Remarks of Commissioner Rebecca Kelly Slaughter Algorithms and Economic Justice UCLA School of Law January 24, 2020, https://www.ftc.gov/system/files/documents/public_statements/1564883/remarks_of_commissioner_rebecca_kelly_slaughter_on_algorithmic_and_economic_justice_01-24-2020.pdf. (citing see Anhong Guo et al., “Toward Fairness in AI For People With Disabilities: A Research Roadmap,” 4 (arXiv: 1907.02227, 2019), https://arxiv.org/abs/1907.02227; Jim Fruchterman & Joan Melllea, Expanding Employment Success for People with Disabilities 3 (2018), https://benetech.org/wp-content/uploads/2018/11/Tech-and-DisabilityEmployment-Report-November-2018.pdf) ] 

The promise of AI in hiring is for faster and better matches of candidates to positions. The other hope and promise is that companies can use this technology to help limit implicit bias in the hiring process.[footnoteRef:52] While “some suggest that the use of ADS could remove human bias from the hiring equation, while others raise concerns regarding the potential for bias within the algorithms used by this technology.”[footnoteRef:53] [52:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020. ]  [53:  The AI revolution is starting to impact the workplace, 2020 WL 1224050.] 

Additionally, automated searches are only as good as their underlying data and programming, with past scholars documenting how this setup can and has reproduced various forms of bias within labor markets. For instance, an algorithm that sees workers tending to stay in jobs longer if they live near a worksite may use this information to exclude ethnic or minority workers at a disproportionate rate based on housing segregation patterns.[footnoteRef:54]  [54:  Brishen Rogers, The Law and Political Economy of Workplace Technological Change, 55 HARV. C.R.-C.L. L. REV. 531, 564–65 (2020).] 

Therefore, while these technologies introduce valuable efficiencies, there are still concerns regarding how these technologies contribute to incidents of discrimination and harm.
 
IV. 	Legislative Analysis of Int. No. 1894
Int. No. 1894 would regulate the use of automated employment decision tools, which, for the purposes of this bill, encompass certain systems that use algorithmic methodologies to filter candidates for hire or to make decisions regarding any other term, condition or privilege of employment. Int. No. 1894 would prohibit the sale of any automated employment decision tool that was not subject to an audit for bias in the year prior to sale, did not include in its sale a yearly bias audit service at no additional cost, and was not accompanied by a notice that the tool is subject to the provisions of this bill. 
Int. No. 1894 would also require any person who uses automated employment assessment tools for hiring and other employment purposes to disclose to candidates, within 30 days of such use, when such tools were used to assess their candidacy for employment, and the job qualifications or characteristics for which the tool was used to screen. Violations of the provisions of the bill would incur a penalty.
The bill would take effect on January 1, 2022. 

V. 	Conclusion
While considered impossible to strip bias from human beings, it may be possible to remove bias from ADS and AI with the proper oversight of data input, along with other mechanisms.[footnoteRef:55] Oversight over data input is thus necessary to ensure that it is vast, varied, accurate, and as unbiased as possible. The Committee looks forward to testimony from the Administration, advocacy groups, academia, and other interested members of the public to address the measures that could be implemented to increase transparency and reduce bias in ADS and AI. [55:  See Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 YALE J. L. & TECH. 106, 159–60 (2019).] 
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Int. No. 1894

By Council Members Cumbo, Ampry-Samuel, Rosenthal, Cornegy, Kallos, Adams, Louis, Chin, Cabrera, Rose, Gibson, Constantinides, Brannan, Torres, Rivera, Levine, Ayala, Miller, Cohen, Lander and Levin

..Title
A Local Law to amend the administrative code of the city of New York, in relation to the sale of automated employment decision tools
..Body

Be it enacted by the Council as follows:
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Section 1. Chapter 5 of title 20 of the administrative code of the city of New York is amended by adding a new subchapter 21 to read as follows:
Subchapter 21
Sale of Automated Employment Decision Tools
§ 20-840 Definitions. For the purposes of this subchapter, the following terms have the following meanings:
Automated employment decision tool. The term “automated employment decision tool” means any system whose function is governed by statistical theory, or systems whose parameters are defined by such systems, including inferential methodologies, linear regression, neural networks, decision trees, random forests, and other learning algorithms, which automatically filters candidates or prospective candidates for hire or for any term, condition or privilege of employment in a way that establishes a preferred candidate or candidates.
Bias audit. The term “bias audit” means an impartial evaluation, including but not limited to testing, of an automated employment decision tool to assess its predicted compliance with the provisions of section 8-107 and any other applicable law relating to discrimination in employment. 
Employment decision. The term “employment decision” means to screen candidates for employment or otherwise to help to decide compensation or any other terms, conditions or privileges of employment in the city.
§ 20-841 Requirements for automated employment decision tools. a. It shall be unlawful to sell or offer for sale in the city an automated employment decision tool that does not comply with the provisions of this subdivision.
1. Such tool shall be the subject of a bias audit conducted in the past year prior to selling or offering for sale such tool.
2. Every sale of such tool shall include, at no additional cost, an annual bias audit service that provides the results of such audit to the purchaser.
3. Such tool shall be sold or offered for sale with a notice stating that such tool is subject to the provisions of the local law that added this subchapter.
b. Candidate notice required. Any person who uses an automated employment decision tool to screen a candidate for an employment decision shall notify each such candidate of the following within 30 days of such use:
1. That an automated employment decision tool required by this local law to be audited for bias was used in connection with the candidate’s candidacy; and
2. The job qualifications or characteristics that such tool was used to assess in the candidate.
§ 20-842 Penalties. a. Any person that violates any provision of this subchapter or any rule promulgated pursuant to this subchapter is liable for a civil penalty of not more than $500 for that person’s first violation and each additional violation occurring on the same day as the first violation, and not less than $500 nor more than $1,500 for each subsequent violation. 
b. Violations shall accrue on a daily basis for each automated employment decision tool that is sold or offered for sale in violation of subdivision a of section 20-841. 
c. Each instance in which notice is not provided to a candidate within 30 days in violation of subdivision b of section 20-841 constitutes a single violation, and each 30-day period thereafter in which such notice is not provided to such candidate constitutes a separate violation. 
d. A proceeding to recover any civil penalty authorized by this subchapter is returnable to any tribunal established within the office of administrative trials and hearings or within any agency of the city designated to conduct such proceedings.
§ 20-843 Enforcement. The commissioner may initiate in any court of competent jurisdiction any action or proceeding that may be appropriate or necessary for correction of any violation issued pursuant this subchapter, including mandating compliance with the provisions of this chapter or such other relief as may be appropriate.
§ 20-844 Rules. The department, the commission on human rights and any other agency designated by the mayor may promulgate such rules as it deems necessary to implement and enforce the provisions of this subchapter.
§ 20-845 Construction. The provisions of this subchapter shall not be construed to limit any right of any candidate for an employment decision to bring a civil action in any court of competent jurisdiction, or to limit the authority of the city commission on human rights to enforce the provisions of title 8, in accordance with law.
§ 2.  This local law takes effect on January 1, 2022. 
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