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I. Introduction 
On September 20, 2023, the Committee on Technology, chaired by Council Member Jennifer Gutiérrez, and the Committee on Education, chaired by Council Member Rita Joseph, will conduct an oversight hearing on The Role of Artificial Intelligence, Emerging Technology, and Computer Instruction in New York City Public Schools. The Committees will also hear the following legislation: Res. No. 742-2023, sponsored by Council Member Shaun Abreu, calling on the New York City Department of Education to develop curriculum on machine learning, and adapt their current curriculum and policies to account for the safe use of generative AI; Res. No. 766-2023, sponsored by Council Member Joseph, calling on the New York City Department of Education to update its CS4All initiative to increase access to CS4All professional development for educators and administrators, particularly for those in underserved schools, and to increase training for all teachers; and Res. No. 767-2023, sponsored by Council Member Joseph, calling on the New York City Department of Education to mandate training on generative artificial intelligence tools, including for potential classroom implementation, for all educators. 
Those invited to testify include representatives from the Office of Technology and Innovation (“OTI”), the Department of Education (“DOE”), industry representatives and experts, technology research and advocacy groups, legal organizations, civil rights organizations, community-based nonprofit organizations, students, parents, educators, unions, and other interested members of the public. 
II. Background 
A. What is AI?
Artificial intelligence (“AI”) is the science and engineering of intelligent machines; it is not a single technology but is comprised of related and often-connected technologies that work together to supply “human-like” responses and reasoning.[footnoteRef:2] Generally, this involves computational systems or machines that can perform actions expected from humans, including problem-solving, learning, perceiving, and using language.[footnoteRef:3] Also referred to as “cognitive technologies,” artificial intelligence comprises, among other things, the technologies of deep learning, natural language processing, machine vision, speech recognition and expert systems.[footnoteRef:4] Among these, deep learning, which takes advantage of modern advancements that include large datasets and exponentially increased computing power, is thus far the most transformative and the core of what is considered modern artificial intelligence. Deep learning is a type of AI and machine learning (“ML”) that uses neural networks to model and solve complex problems. Deep learning algorithms mimic how the human brain processes and learns from data to make predictions.[footnoteRef:5] Artificial intelligence has changed modern life by introducing an unprecedented level of data processing and analyzing ability, affecting all sectors of society and consequently transforming how we live, work, and play.[footnoteRef:6] [2:  Bob Lambrechts, May It Please the Algorithm, J. KAN. B. ASS'N, JANUARY 2020, AT 36, 38.]  [3:  B.J. Copeland, artificial intelligence, ENCYCOLOPAEDIA BRITANNICA, (updated Sept.13, 2023), https://www.britannica.com/technology/artificial-intelligence/Methods-and-goals-in-AI; Human-Centered Artificial Intelligence, Artificial Intelligence Definitions, STANFORD UNIVERSITY (Sept. 2020), https://hai.stanford.edu/sites/default/files/2020-09/AI-Definitions-HAI.pdf. ]  [4:  Deep learning utilizes neural networks, a computer system modeled after the human brain and nervous system which uses layers of interconnected software nodes that learn from large amounts of data. This is similar to how humans learn from their experiences. See Bob Lambrechts, May It Please the Algorithm, J. KAN. B. ASS'N, JANUARY 2020, AT 36, 38.]  [5:  The “deep” in deep learning comes from using neural networks with many hidden layers of interconnected software nodes that process large amounts of data to learn. The deep learning algorithm performs a task repeatedly, each iteration continuing through the many layers until the output reaches an acceptable level of accuracy. This is similar to how humans learn from their experiences to understand their surroundings and process information. See Id.]  [6:  Thomas P. DiNapoli, New York City Office of Technology and Innovation: Artificial Intelligence Governance, Audit Report 2021-N-10, OFFICE OF THE NEW YORK STATE COMPTROLLER (Feb. 2023), https://www.osc.state.ny.us/files/state-agencies/audits/pdf/sga-2023-21n10.pdf. ] 



a. Generative AI vs. Traditional AI 
Within artificial intelligence technology’s proliferation and evolution has been the rise of a specific kind of artificial intelligence: generative artificial intelligence, or generative AI. Generative AI involves artificial intelligence models that can create new content based on an analysis of existing datasets.[footnoteRef:7] Traditional, non-generative models of AI are typically used to identify patterns, make predictions, enable automation, and otherwise function within their datasets.[footnoteRef:8] Generative AI models, however, are able to synthesize the data in their given datasets to produce similar but otherwise novel results that did not previously exist in the underlying datasets, often in response to a user-entered prompt.[footnoteRef:9] And while generative AI technologies are not new per se, having been recorded as far back as 1966 with simple chatbots like MIT’s ELIZA, the advent of deep learning technology enabled generative AI to expand into more complex data types like images, audio, video, and code, and accommodate vastly larger quantities of data, thus improving the scale, complexity, and quality of generated results.[footnoteRef:10] Today, various generative AI tools have entered mainstream use, with notable examples including ChatGPT, which introduced unprecedented levels of quality and complexity in generated text responses; Github Copilot, which generates and suggests novel computer code; and Midjourney and DALL-E, which generate images from user-entered text descriptions.[footnoteRef:11] [7:  Kim Martineau, What is generative AI?, IBM (Apr. 20, 2023), https://research.ibm.com/blog/what-is-generative-AI; What is generative AI?, MCKINSEY & COMPANY (Jan. 19, 2023), https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-generative-ai; Audrey Woods, Generative AI Panel: Key Takeaways, MIT CSAIL ALLIANCES, https://cap.csail.mit.edu/generative-ai-language-images-and-code; Kristen E. Busch, Generative Artificial Intelligence and Data Privacy: A Primer, CONGRESSIONAL RESEARCH SERVICE (May 23, 2023), https://crsreports.congress.gov/product/pdf/R/R47569. ]  [8:  Id; Owen Hughes, Generative AI Defined: Howe it Works, Benefits and Dangers, TECHREPUBLIC (Aug. 7, 2023), https://www.techrepublic.com/article/what-is-generative-ai/; Helen Toner, What Are Generative AI, Large Language Models, and Foundation Models?, CENTER FOR SECURITY AND EMERGING TECHNOLOGY AT GEORGETOWN UNIVERSITY (May 12, 2023), https://cset.georgetown.edu/article/what-are-generative-ai-large-language-models-and-foundation-models/. ]  [9:  Id. ]  [10:  Id. ]  [11:  Haillie Parker, The Always Up-to-date List of the 50 Best AI Tools in 2023, CLICKUP, (Sept. 8, 2023), https://clickup.com/blog/ai-tools/; Will Douglas Heaven, Generative AI is changing everything. But what’s left when the hype is gone?, MIT TECHNOLOGY REVIEW (Dec. 16, 2022), https://www.technologyreview.com/2022/12/16/1065005/generative-ai-revolution-art/. ] 

B. Artificial Intelligence Systems Used by the Department of Education
In 2021, the New York City Council passed a bill that was enacted as Local Law 35 of 2022, which pertains to reporting on algorithmic tools used by city agencies.[footnoteRef:12] The law’s definition of algorithmic tools includes systems that use artificial intelligence. Reports by OTI pursuant to this law show that DOE uses tools related to teacher and principal evaluations, as well as to school admissions processes. Specifically, according to OTI’s 2022 report, NYC DOE uses three (3) tools: (1) Annual Professional Performance Review (“APPR”) Measures of Student Learning (“MOSL”) Growth Model; (2) APPR Measures of Teaching/Leadership Practice (“MOTP/MOLP”) Calculation; and (3) MySchools.[footnoteRef:13] While not all of them can be strictly characterized as AI tools, these tools are still responsible for making important decisions with limited human involvement.  [12:  Local Law 35 of 2022, https://legistar.council.nyc.gov/LegislationDetail.aspx?ID=4265421&GUID=FBA29B34-9266-4B52-B438-A772D81B1CB5&Options=ID|Text|&Search=35. ]  [13:  OTI, CY 2022: Summary of Agency Compliance Reporting of Algorithmic Tools, NEW YORK CITY OFFICE OF TECHNOLOGY & INNOVATION (2023), https://www.nyc.gov/assets/oti/downloads/pdf/reports/2022-algorithmic-%20tools-reporting.pdf. ] 

[bookmark: _Hlk145850102]MOSL has been used by the DOE since September, 2013, to assist with personnel evaluations.[footnoteRef:14] MOSL’s growth model uses a variety of student-level, classroom-level, and school-level data such as assessment scores, population percentage of English Language Learners, and economic disadvantage indicators to generate a student score that is then used to help create the MOSL Rating. This MOSL Rating then gets combined with a MOTP Rating to produce an Overall Rating. The evaluation for which this rating is used, per New York State Education law §3012-d, “shall be a significant factor for employment decisions, including but not limited to, promotion, retention, tenure determination, termination, and supplemental compensation.”[footnoteRef:15] Ratings are often implemented as a qualifying/disqualifying element in decisions related to employment, tenure, salary, and other professional assessments, while other data is used to assess the student population.[footnoteRef:16] [14:  Id, p. 8.]  [15:  New York State Education law §3012-d(1). ]  [16:  OTI, CY 2022: Summary of Agency Compliance Reporting of Algorithmic Tools, NEW YORK CITY OFFICE OF TECHNOLOGY & INNOVATION (2023), https://www.nyc.gov/assets/oti/downloads/pdf/reports/2022-algorithmic-%20tools-reporting.pdf, p.9.] 

The APPR Measures of Teaching/Leadership Practice (MOTP/MOLP) Calculation has also been used by the DOE since September, 2013. This tool uses databases and calculation rules developed and maintained by DOE to produce Measures of Teaching/Leadership Practice ratings which are used in annual professional performance reviews for teachers and principals in conjunction with MOSL ratings.[footnoteRef:17]  [17:  Id., p. 9.] 

MySchools is an application used to house online school directories, collect application choices, and run the admissions matching algorithm that is used for all centralized admissions processes (3K, pre-K, Gifted & Talented, middle school, and high school).[footnoteRef:18] The tool encompasses a family-facing portal, a school-facing portal, and an administrative portal.[footnoteRef:19] This algorithmic tool and its application have been controversial due to DOE not making underlying algorithmic data available, and prohibiting students from appealing assignments on the grounds of algorithmic system errors, leading to concerns over MySchools’ potential role in perpetuating racial and socioeconomic segregation in New York City schools.[footnoteRef:20] MySchools has been used since August 2018. [18:  Id.]  [19:  Id., p. 8.]  [20:  Rashida Richardson, Confronting Black Boxes: A Shadow Report of the New York City Automated Decision System Task Force, AI NOW INSTITUTE (Dec. 4, 2019), https://ainowinstitute.org/publication/confronting-black-boxes-a-shadow-report-of-the-new-york-city-automated. ] 

Further, DOE utilized another tool, called Teach to One 360, which uses AI (i.e. machine learning) to identify students’ problem areas and strengths and create a personalized daily lesson or “playlist” for students.[footnoteRef:21]The use of this tool was not listed in the report pursuant to Local Law 35, however, these tools have been listed and described in the Office of State Comptroller Artificial Intelligence Governance Report. [footnoteRef:22] Other AI-related tools used by DOE include Feedback Studio from Turnitin and TeachFX. Turnitin uses natural language processing to perform grammar checks on work submitted by students while TeachFX uses voice AI technology to analyze a classroom’s discourse patterns to aid in a teacher’s professional development.[footnoteRef:23] [21:  Thomas P. DiNapoli, New York City Office of Technology and Innovation: Artificial Intelligence Governance, Audit Report 2021-N-10, OFFICE OF THE NEW YORK STATE COMPTROLLER (Feb. 2023) https://www.osc.state.ny.us/files/state-agencies/audits/pdf/sga-2023-21n10.pdf, p. 16.]  [22:  Id.]  [23:  Id.] 

C. The Use of AI in Schools
	Released in November 2022, ChatGPT is an AI chatbox that uses natural language processing to create humanlike conversational dialogue, with the ability to provide responses to user generated queries and compose various written content.[footnoteRef:24] After its release in 2022, many school districts banned the use of the platform including Seattle, Los Angeles, and New York City, primarily due to concerns about plagiarism and cheating.[footnoteRef:25] Yet, as time passed, teachers and school districts began to look into the benefits of using AI in classrooms. Since its release, several schools and teachers have incorporated AI and ChatGPT into their curriculum, including:  [24:  Amanda Hetler, Definition: ChatGPT, TECHTARGET (Sept. 2023), https://www.techtarget.com/whatis/definition/ChatGPT . ]  [25:  Arianna Johnson, ChatGPT In Schools: Here’s Where It’s Banned—And How It Could Potentially Help Students, FORBES (Jan. 31,2023), https://www.forbes.com/sites/ariannajohnson/2023/01/18/chatgpt-in-schools-heres-where-its-banned-and-how-it-could-potentially-help-students/?sh=62dc66276e2c. ] 

· In Newark, teachers are using a tutoring software from Khan Academy that is powered by AI that allows them to provide personalized tutoring plans for students.[footnoteRef:26]  [26:  Natasha Singer, New A.I. Chatbot Tutors Could Upend Student Learning, THE NEW YORK TIMES (Jun. 8, 2023), https://www.nytimes.com/2023/06/08/business/khan-ai-gpt-tutoring-bot.html?action=click&module=RelatedLinks&pgtype=Article. ] 

· In a high school near Seattle, an English class has been letting students use ChatGPT to translate Shakespeare’s works into modern English to help students understand the text, and therefore use class time to more effectively discuss themes of the plays.[footnoteRef:27]  [27:  Olivia B. Waxman, The Creative ways Teachers Are Using ChatGPT in the Classroom, TIME (Aug. 8, 2023), https://time.com/6300950/ai-schools-chatgpt-teachers/. ] 

· In Wisconsin, students examine AI-generated essays to look for errors and provide critiques.[footnoteRef:28] [28:  Id.] 

· In Scotland, a teacher for a current events class has been letting students use ChatGPT to simplify certain readings if English is not their first language so they could participate in class discussions.[footnoteRef:29] [29:  Id.] 

In May, the U.S. Department of Education issued a report addressing the need for sharing knowledge and developing polices around the use of AI to improve teaching and learning.[footnoteRef:30] The report highlights the potential for AI to personalize learning, especially for English language learners, while also acknowledging potential privacy concerns.[footnoteRef:31] Though there are currently no federal regulations around the use of AI in schools, many school districts are looking to understand how AI can develop students’ critical thinking skills in order to prepare them for the 21st century.[footnoteRef:32]  [30:  U.S. Department of Education Office of Educational Technology, Artificial Intelligence and the future of Teaching and Learning (May 2023), https://tech.ed.gov/files/2023/05/ai-future-of-teaching-and-learning-report.pdf. ]  [31:  Blake Jones, Madina Touré, Juan Perez Jr., More schools want your kids to use ChatGPT. Really., POLITICO (Aug. 23, 2023), https://www.politico.com/news/2023/08/23/chatgpt-ai-chatbots-in-classrooms-00111662#:~:text=A%20majority%20of%20teachers%20support,from%20progressive%20pollster%20Impact%20Research. ]  [32:  Megan Cerullo, Educators say they are working with, not against, AI in the classroom, CBS NEWS (Aug. 29, 2023), https://www.cbsnews.com/news/educators-work-with-not-against-ai-in-the-classroom/. ] 

	Last winter, the NYC DOE banned the use of ChatGPT on school devices and networks, unless an individual school requested access, due to “concerns about negative impacts on student learning, and concerns regarding the safety and accuracy of content.” [footnoteRef:33] Though ChatGPT remains a restricted website, in May, Chancellor David Banks wrote an editorial in Chalkbeat announcing new policies and resources in place to promote AI in DOE schools.[footnoteRef:34] When addressing the initial ban on ChatGPT, he wrote that “the knee-jerk fear and risk overlooked the potential of generative AI to support students and teachers, as well as the reality that our students are participating in and will work in a world where understanding generative AI is crucial.”[footnoteRef:35] Since the initial ban, the DOE has held discussions with tech industry leaders and citywide educators about the future of AI in schools.[footnoteRef:36] In addition, Chancellor Banks stated that going forward, educators will be provided with "resources and real-life examples of successful AI implementation in schools to improve administrative tasks, communication, and teaching" and DOE will offer "a toolkit of resources for educators to use as they initiate discussions and lessons about AI in their classrooms."[footnoteRef:37] Chancellor Banks also indicated that some DOE schools have begun experimenting with AI, including a Queens middle school where students discuss ethical concerns and the potential of artificial intelligence, while teachers experiment with using AI to create personalized lesson plans and grade assignments.[footnoteRef:38]  [33:  Michael Elsen-Rooney, NYC education department blocks ChatGPT on school devices, networks, CHALKBEAT (Jan. 3, 2023), https://ny.chalkbeat.org/2023/1/3/23537987/nyc-schools-ban-chatgpt-writing-artificial-intelligence. ]  [34:  Cayla Bamberger, NYC public schools opening the door to greater use of AI, loosening reins on ChatGPT, NY DAILY NEWS (May 18, 2023), https://www.nydailynews.com/2023/05/18/nyc-public-schools-opening-the-door-to-greater-use-of-ai-loosening-reins-on-chatgpt/. ]  [35:  David C. Banks, ChatGPT caught NYC schools off guard. Now we’re determined to embrace its potential., CHALKBEAT (May 18, 2023), https://ny.chalkbeat.org/2023/5/18/23727942/chatgpt-nyc-schools-david-banks. ]  [36:  Id.]  [37:  Id.]  [38:  Id.] 

	In addition to new policies around AI, DOE has collaborated with Microsoft to develop an AI-driven teaching assistant similar to ChatGPT, designed to respond to students’ questions and provide them with personalized immediate feedback.[footnoteRef:39] Created during the COVID-19 pandemic, the teaching assistant was built on Azure OpenAI Service and has been piloted in 3 high school CS courses.[footnoteRef:40] Additionally, according to a DOE spokesperson, the DOE plans to launch another pilot round in math classes of approximately 15 high schools during the fall of the 2023-24 school year.[footnoteRef:41] In a Q & A between Microsoft and DOE, DOE officials stated that the department is embracing AI in the classroom “to increase the equity of access and opportunity for our students, particularly for our Black and Brown students and our students with disabilities and multilingual learners,” and that “If we are not using AI in education, we’re putting our students at risk of being behind.”[footnoteRef:42] [39:  Sahalie Donaldson, After initially shunning artificial intelligence, NYC schools partner with Microsoft on AI teaching assistant, CITY & STATE NEW YORK (Sept. 14, 2023), https://www.cityandstateny.com/policy/2023/09/after-initially-shunning-artificial-intelligence-nyc-schools-partner-microsoft-ai-teaching-assistant/390292/. ]  [40:  Id.]  [41:  Id.]  [42:  Jake Siegel, ‘Technology is not something we can hide from students’: How NYC Public Schools invited AI into its classrooms, MICROSOFT SOURCE (Sept. 14, 2023), https://news.microsoft.com/source/features/digital-transformation/how-nyc-public-schools-invited-ai-into-its-classrooms/. ] 

D. Computer Science for All (CS4All) Initiative
Computer science (“CS”) education encompasses the study of both computer hardware and software design; including theoretical algorithms, artificial intelligence, and programming.[footnoteRef:43] Various studies indicate that computer science education helps prepare students for the ever-evolving landscape of the 21st century, for example, CS education has been linked with higher rates of college enrollment and it has been found to improve student response inhibition, problem solving, planning, and coding skills.[footnoteRef:44] However, research also shows that there are racial and gender disparities within CS education in NYC DOE schools – “Black and Latino students are much less likely than White students to have access to CS education, or access to computers at home… [and] female students report less interest in and awareness of CS opportunities and are less likely to report having ever learned CS as compared to male students.” [footnoteRef:45] [43:  Margaret Rouse, Computer Science, TECHOPEDIA (Aug.18, 2017), https://www.techopedia.com/definition/592/computer-science. ]  [44:  Emiliana Vegas, Brian Fowler, What do we know about the expansion of K-12 computer science education?, THE BROOKINGS INSTITUTION (Aug. 4, 2020), https://www.brookings.edu/articles/what-do-we-know-about-the-expansion-of-k-12-computer-science-education/. ]  [45:  Adriana Villavicencio, Cheri Fancsali, Wendy Martin, June Mark, Rachel Cole, Computer Science in New York City: An Early Look at Teacher Training Opportunities and the Landscape of CS Implementation in Schools, THE RESEARCH ALLIANCE FOR NEW YORK CITY SCHOOLS, NYU STEINHARDT. ES-i (May 2018), https://steinhardt.nyu.edu/sites/default/files/2021-01/CS4All_Report_final_1.pdf. ] 

In order to address issues of systemic underrepresentation in CS education for Black and Latino students, students with disabilities, low-income students, English Language learners and female students, in the fall of 2015, former Mayor Bill de Blasio and former Chancellor Carmen Fariña launched DOE’s Equity and Excellence For All agenda, which included the CS4All initiative.[footnoteRef:46] The 10-year $81 million public-private initiative is committed to “providing every single child, in every classroom, in every [NYC] public school” with a “meaningful, high quality [CS] education at each school level: elementary, middle and high school by 2025.”[footnoteRef:47]  [46:  NYC DOE, Equity and Excellence for All: Diversity in New York City Public Schools, p. 12, https://www.schools.nyc.gov/docs/default-source/default-document-library/diversity-in-new-york-city-public-schools-english. ]  [47:  NYC DOE, Computer Science For All: About CS4All (accessed Sept. 12, 2023), https://sites.google.com/schools.nyc.gov/cs4allnyc/about?authuser=0. ] 

Teachers and school leaders receive professional development training through the initiative, with the goal of training 5,000 teachers by 2025.[footnoteRef:48] In order to teach computer science courses after September 1, 2023, teachers must hold the Computer Science Statement of Continued Eligibility (“SOCE”) or Computer Science certificate.[footnoteRef:49] The NYC DOE is working with NYS to ensure that all teachers who are eligible for a SOCE receive one and are provided with guidance on how to become certified in computer science. According to the CS4All DOE website, the initiative has reached over 800 schools, with 2000 teachers trained and 6,857 students taking Advanced Placement CS exams in 2020.[footnoteRef:50] [48:  CSforAll, NYC Department of Education – Computer Science for All (accessed Sept. 12, 2023), https://www.csforall.org/members/nyc_department_of_education_computer_science_for_all/. ]  [49:  NYC DOE, Computer Science for All (accessed Aug 30. 2023), https://infohub.nyced.org/in-our-schools/programs/computer-science-for-all-overview. ]  [50:  NYC DOE, Computer Science For All (accessed on Sept. 12, 2023), https://sites.google.com/schools.nyc.gov/cs4allnyc/about?authuser=0.] 

The DOE has made public a CS4All Blueprint for schools to use as an academic and pedagogical guide to support teachers in incorporating computational literacy, algorithmic thinking, and problem-solving skills into instruction.[footnoteRef:51] The blueprint includes an explanation of CS concepts and practices and provides CS curriculum and educator resources.[footnoteRef:52] In addition, the blueprint incorporates creative computing experiences, where educators provide hands-on opportunities that connect to students’ interests.[footnoteRef:53]  [51:  NYC DOE, Computer Science For All (accessed Aug. 30, 2023),https://blueprint.cs4all.nyc/. ]  [52:  Id.]  [53:  Id. at Educator Resources.] 

Recognizing the vital role that CS education plays in preparing students for future work and active citizenship, in 2018, New York State (“NYS”) passed a law requiring the NYS Education Department to create a workgroup and present draft NYS K-12 Computer Science Learning Standards to the Commissioner of Education and the Board of Regents for approval.[footnoteRef:54] These standards include Digital Citizenship, Digital Fluency, and CS, with the CS standards being aligned to the CS4All Blueprint.[footnoteRef:55] As a complement to the blueprint’s curriculum, the CS4All initiative also provides students with out-of-school enrichment opportunities that connect classroom-based instruction to the real world through hackathons, maker days, internships and showcases.[footnoteRef:56] [54:  NYS Education Department, Computer Science and Digital Fluency (accessed Aug. 30, 2023), https://www.nysed.gov/curriculum-instruction/computer-science-and-digital-fluency. ]  [55:  NYC DOE, Computer Science for All (accessed Aug 30. 2023), https://infohub.nyced.org/in-our-schools/programs/computer-science-for-all-overview. ]  [56:  NYC Mayor’s Office of Strategic Partnerships, Equity & Excellence: Computer Science for All, accessed on Aug. 30, 2023 at https://www.nyc.gov/site/partnerships/initiatives/computer-science-for-all.page. ] 

In year two of the initiative, the Research Alliance for New York City Schools and Education Development Center began conducting an ongoing evaluation of CS4All and developed a report highlighting: “1) the overarching goals of CS4All and the primary strategies for pursuing those goals, 2) a broad picture of CS education and training in the City—including programs that are the result of CS4All’s early implementation, as well as preexisting efforts, and 3) teacher responses to CS4All [professional development], including the extent to which they report implementing what they learned.”[footnoteRef:57] The 2017 report found that teachers were very positive about the quality and value of CS4All PD and that during early stages of the initiative, there appeared to be some kind of CS instruction available at over half of DOE schools, with CS instruction being more prevalent in the CS4All initiative schools.[footnoteRef:58] However, findings from their 2018 report suggested that “[professional development] offered in the 2015-2016 and 2016-2017 school years of the initiative [had] not expanded CS instruction to many schools serving the most disadvantaged populations.”[footnoteRef:59] Moreover, an updated October 2022 study found that only 17%of DOE schools were meeting the participating and equity goals set for girls, Black, and Latino students; and schools that made greater improvement in CS access and participation also served lower percentages of Black and Latino students on average.[footnoteRef:60] [57:  Adriana Villavicencio, Cheri Fancsali, Wendy Martin, June Mark, Rachel Cole, Computer Science in New York City: An Early Look at Teacher Training Opportunities and the Landscape of CS Implementation in Schools, THE RESEARCH ALLIANCE FOR NEW YORK CITY SCHOOLS, NYU STEINHARDT. ES-i (May 2018), https://steinhardt.nyu.edu/sites/default/files/2021-01/CS4All_Report_final_1.pdf. ]  [58:  Id. p. 38, 50.]  [59:  Id. p. 38. ]  [60:  Cheri Fancsali, Janice Lee, Alexandra Adair, Kathryn Hill, Edgar Rivera-Cash, Symantha Clough, CS4All: Examining Equity in Computer Science Access and Participation in NYC Schools, THE RESEARCH ALLIANCE FOR NEW YORK CITY SCHOOLS, NYU STEINHARDT. 1 (Oct. 2022), https://steinhardt.nyu.edu/sites/default/files/2022-10/CS4All%20Oct%202022%20Layout%2010.11.22_0.pdf. ] 

III. Issues and Concerns
While AI is one of the emerging technologies currently impacting schools, a number of different technologies have long been found in schools, both in the classrooms and the administrative offices. Schools have historically had to adapt to new technologies as they change and evolve. For example, consider previous transitions from typewriters to computers, from chalkboards to smartboards, and from mimeograph machines to photocopiers. While the introduction of new technologies over the years has generally been highly beneficial, sometimes the implementation of new technologies and systems can create new problems and concerns. This includes the transition to online remote learning during the COVID pandemic, which led to “staggering” education inequality around the world, according to recent a research report by UNESCO.[footnoteRef:61] The researchers found that the dependence on technology worsened disparities and learning loss for students who lacked devices or internet connectivity.[footnoteRef:62] [61:  Natasha Singer, Dependence on Tech Caused ‘Staggering’ Education Inequality, U.N. Agency Says, NEW YORK TIMES (Sept. 6, 2023), https://www.nytimes.com/2023/09/06/technology/unesco-report-remote-learning-inequity.html?smid=nytcore-ios-share&referringSource=articleShare. ]  [62:  Id.] 

A. Issues and Concerns Related to AI
When it comes to AI, tech companies contend that AI tools will “revolutionize” learning, while critics warn that they may actually “undermine” education, by facilitating widespread cheating and overwhelming students with misinformation.[footnoteRef:63] What follows are some specific issues and concerns related to the growing use of AI in schools.  [63:  Natasha Singer, Despite Cheating Fears, Schools Repeal ChatGPT Bans, THE NEW YORK TIMES (Aug. 24, 2023), https://www.nytimes.com/2023/08/24/business/schools-chatgpt-chatbot-bans.html. ] 

a. Discrimination and Bias 
Although some of the benefits that can be offered by algorithmic decision-making and AI include speed and efficiency, there is a common misunderstanding that such tools automatically result in unbiased decisions.[footnoteRef:64] Indeed, one of the main concerns with the use of algorithmic decision-making and AI is ‘algorithmic bias.’ This is when the use of AI tools result in disproportionate outcomes for people of a particular category, such as race, gender, or economic status.[footnoteRef:65] Biased algorithmic decision-making is often unintentional, and generally AI and its algorithms can be trained to be more objective than human decision-making when the biased outcomes are found.[footnoteRef:66] However, there is a potential for bias to affect algorithmic decisions, and the tendency for correction of algorithmic bias to be a reactive rather than proactive understanding, means there are concerns with regard to discriminatory impact, which could result in various types of risks to the affected person.[footnoteRef:67] [64:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, Toward Algorithmic Transparency and Accountability, COMMUNICATIONS OF THE ACM, VOL. 60 NO. 9, p. 5, https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ]  [65:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 38; NIST, Towards a Standard for Identifying and Managing Bias in Artificial Intelligence, NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, (Mar. 2022), p. 3, https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf. ]  [66:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 38. ]  [67:  Id. ] 

Bias can generally result from at least one of two factors during the development of an algorithm. The first is largely internal to the process of data collection—when errors in data collection, including inaccurate methodologies, incomplete data gathering, or non-standardized self-reporting, lead to inaccurate depictions of reality.[footnoteRef:68] The second type is more externally sourced and occurs when the underlying subject matter draws on information that reflects or internalizes some variations of structural discrimination, hence influencing the resulting data, such as attempting to understand factors for successful careers by drawing information from an industry that systematically promoted men over women.[footnoteRef:69]  [68:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019) (citing Kate Crawford et al., The AI Now Report: The Social and Economic Implications of Artificial Intelligence Technologies in the Near-term, 6-7 (2016), https://assets.ctfassets.net/8wprhhvnpfc0/3JOy5k4f1YSCQOi8MCCmA2/97010d04fbc7892662ce8b2469dc1601/AI_Now_2016_Report.pdf. ]  [69:  See Joanna Bryson, Three Very Different Sources of Bias in AI, and How to Fix Them, ADVENTURES NI (Jul. 13, 2017), http://joanna-bryson.blogspot.com/2017/07/three-very-different-sources-of-bias-in.html (demonstrating that bias is introduced to artificial intelligence when there is poor quality data that is tainted with human biases and/or when the formal models behind AI are not well reasoned);Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019). ] 

The main problem with ‘algorithmic bias‘ is that the data that is used to inform an AI model, or train the AI, can be biased.[footnoteRef:70] Training data can itself be biased, and the bias can get amplified when the trained AI is used on a new set of facts.[footnoteRef:71] For instance, when historical data in criminal sentencing or crime statistics holds a racial bias, AI models trained on this historical data may also present and sometimes even exacerbate this bias when they are used to recommend a sentence. [70:  Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 YALE JL & TECH 106, 188 [2019] (citing Sophie Kleeman, Here Are the Microsoft Twitter Bot's Craziest Racist Rants, GIZMODO (Mar. 24, 2016), https://gizmodo.com/here-are-the-microsoft-twitter-bot-s-craziest-racist-ra-1766820160). ]  [71:  Id. ] 

Further, larger data sets subsequently used to produce AI outcomes can also be subject to bias. Input data is generated either by humans or sensors that are designed by humans.[footnoteRef:72] Data selection, interpretation, and methodologies are also of human design and may reflect human biases.[footnoteRef:73] Thus, human-based flaws in the collection and use of big data, ethical or methodological, can reproduce and even worsen social inequality.[footnoteRef:74] AI algorithms can also be used to make subjective decisions, including the classification, prioritization, and filtering of information, which leads to them having social consequences.[footnoteRef:75] [72:  Id.]  [73:  Id.]  [74:  Id.]  [75:  Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 YALE J. L. & TECH. 106, 158–59 (2019).] 

Therefore, some tools have limitations stemming from incomplete or biased sampling. As a result, decisions made by such tools may, contrary to popular perception, intensify rather than remove human biases, which poses real risks for equality and democracy.[footnoteRef:76]  [76:  Id (citing Justin Sherman, AI And Machine Learning Bias Has Dangerous Implications, OPEN-SOURCE (Jan. 11, 2018), https://opensource.com/article/18/1/how-open-source-can-fight-algorithmic-bias (saying that “data itself might have a skewed distribution”); Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 YALE J. L. & TECH. 106, 158 (2019).] 

b. Unreliable Outputs
Research from the Walton Family Foundation shows that ChatGPT is already a significant presence in the classroom.[footnoteRef:77] Published in February 2023, findings from the first national survey that highlights perspectives from more than 2,000 K-12 teachers and students on how they view and use ChatGPT show that a majority of teachers surveyed are using it: 51% of teachers reported having used it, with 40% of teachers saying they use it weekly, and 10% reporting they use it almost daily.[footnoteRef:78] By comparison, 33% of student respondents reported using ChatGPT for school, including 47% of those ages 12-14.[footnoteRef:79] The survey also found that 59% of teachers reported that “ChatGPT will likely have legitimate educational uses that we cannot ignore,” while 24% reported that “ChatGPT will likely only be useful for students to cheat.”[footnoteRef:80] [77:  Walton Family Foundation, Teachers and Students Embrace ChatGPT for Education (Mar. 1, 2023), https://www.waltonfamilyfoundation.org/learning/teachers-and-students-embrace-chatgpt-for-education. ]  [78:  Impact Research, Memo: Teachers and Students Embrace ChatGPT for Education (Mar. 1, 2023), https://8ce82b94a8c4fdc3ea6d-b1d233e3bc3cb10858bea65ff05e18f2.ssl.cf2.rackcdn.com/ae/84/133976234126a2ad139411c1e770/impact-research-teachers-and-students-tech-poll-summary-memo.pdf. ]  [79:  Id. ]  [80:  Id. ] 

However, generative AI chatbots, which rely on patterns learned in its training rather than facts, are not reliable sources of information.[footnoteRef:81] ChatGPT does not just provide incorrect information at times, it can fabricate information and has been reported making up names, dates, medical explanations, plots of books, internet addresses, and historical events that never happened.[footnoteRef:82] According to an internal Microsoft document, the new generative AI systems are “built to be persuasive, not truthful… this means that outputs can look very realistic but include statements that aren’t true.”[footnoteRef:83] Indeed, the tech industry has taken to calling these inaccuracies “hallucinations.”[footnoteRef:84] [81:  Partha Pratim Ray, ChatGPT: A comprehensive review on background, applications, key challenges, bias, ethics, limitations and future scope 3, SCIENCEDIRECT, 121 (2023), https://www.sciencedirect.com/science/article/pii/S266734522300024X#abs0010. ]  [82:  Karen Weise and Cade Metz, When A.I. Chatbots Hallucinate, THE NEW YORK TIMES (May 1, 2023; updated May 9, 2023), https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html. ]  [83:  Id.]  [84:  Id.] 

A March 23, 2023 research paper from OpenAI warned that as generative AI chatbots improve, “hallucinations can become more dangerous as models become more truthful, as users build trust in the model when it provides truthful information in areas where they have some familiarity.”[footnoteRef:85] That is, as generative AI chatbots become more reliable, users may become too trusting.[footnoteRef:86] Moreover, as a May 3, 2023 JSTOR Daily post highlighted, failing to properly engage with generative AI could produce a “generation of students and professionals who rely on a machine to think for them,” ultimately resulting in an “educational landscape where… students will have ChatGPT write their essays, and teachers will have ChatGPT grade them.”[footnoteRef:87] [85:  OpenAI, GPT-4 System Card (Mar. 23, 2023), https://cdn.openai.com/papers/gpt-4-system-card.pdf. ]  [86:  Karen Weise and Cade Metz, When A.I. Chatbots Hallucinate, THE NEW YORK TIMES (May 1, 2023; updated May 9, 2023), https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html.]  [87:  Matthew Vogt, A Bot Might Have Written This, JSTOR DAILY (May 3, 2023), https://daily.jstor.org/a-bot-might-have-written-this/. ] 

c. Privacy and Surveillance
AI tools have been developed that have expanded the scope of possibility in regards to surveillance and data collection by allowing for more sophisticated biometric recognition technologies like facial recognition, with the New York State legislature enacting a first-in-the-nation moratorium in 2021 that forbade the use of biometric identifying technologies in schools until at least July 2022, and pending a completed State study on the implications of using such technologies.[footnoteRef:88] The New York Office of Information Technology Services (“ITS”) released its report, Use of Biometric Identifying Technology in Schools, in August 2023.[footnoteRef:89] The report concluded that the “risks may outweigh any documented benefits” when looking at the use of facial recognition technology for security in schools, citing risks including the breach of stored surveillance data, invasions of privacy which could extend into disproportionate impacts on vulnerable populations, and a surveillance environment normalized by “mission creep”, wherein a technology deployed for a particular purpose slowly starts to be used for other purposes.[footnoteRef:90] The constantly evolving field of artificial intelligence and its consequent effect on the continued sophistication of tools like biometric recognition technology implies a need for a correspondingly proactive approach in guarding school environments and protecting students and teachers alike from the risks that come from the use of AI in surveillance technologies.[footnoteRef:91] [88:  Keely Quinlan, NY school personnel ‘overwhelmingly against’ biometric tech, STATESCOOP (Aug. 8, 2023), https://statescoop.com/biometric-tech-schools-new-york/; See New York State Technology Law § 106-b. ]  [89:  Use of Biometric Identifying Technology in Schools, NEW YORK OFFICE OF INFORMATION TECHNOLOGY SERVICES (Aug. 2023), https://its.ny.gov/system/files/documents/2023/08/biometrics-report-final-2023.pdf.]  [90:  The state report cited an example of “mission creep” from the University of Michigan’s Gerald R. Ford School of Public Policy’s report “Cameras in the Classroom”, in which CCTV cameras in the UK, originally installed for security purposes, were soon used to monitor student behavior; ITS, Use of Biometric Identifying Technology in Schools, NEW YORK OFFICE OF INFORMATION TECHNOLOGY SERVICES (Aug. 2023), https://its.ny.gov/system/files/documents/2023/08/biometrics-report-final-2023.pdf; Benjamin Joe, Lockport Union-Sun & Journal, N.Y., NY State Report Cautions Against Facial Recognition in Schools, GOVERNMENT TECHNOLOGY (Aug. 9, 2023), https://www.govtech.com/education/k-12/ny-state-report-cautions-against-facial-recognition-in-schools.]  [91:  Some indications of what is possible regarding AI surveillance tools can be seen in countries that have implemented advanced AI tools, such as China, where schools have used tools like smart pens with built-in cameras to track a student’s homework performance, AI cameras that track student facial expressions to monitor attention, and brain-wave tracking devices that purportedly reveal a student’s focus: Oiwan Lam, China: surveillance tech is extending from the classroom to kids’ summer holidays, GLOBALVOICES (Aug. 5, 2022), https://globalvoices.org/2022/08/05/china-surveillance-tech-is-extending-from-the-classroom-to-kids-summer-holidays/. ] 

IV. Conclusion
At this hearing, the Committees are interested in learning how DOE is currently using, and plans to use, AI tools in the classroom and beyond. This includes the possibilities of using AI algorithms to analyze student data to provide more personalized learning experiences, as well as training educators, and preparing students to utilize AI effectively so that they navigate and thrive in an ever-changing technology-driven society. Overall, the Committees are interested in understanding how AI tools are being employed in a safe and equitable manner while also addressing their significant ethical and societal implications.
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Res. No. 742

..Title
Resolution calling on the New York City Department of Education to develop curriculum on machine learning, and adapt their current curriculum and policies to account for the safe use of generative AI.
..Body

By Council Members Abreu, Joseph, Gutiérrez and Farías (by request of the Manhattan Borough President)

Whereas, Generative artificial intelligence (AI) is a type of AI that can generate new content, including text, images and videos, through learning patterns from pre-existing data; and
Whereas, Examples of generative AI systems include image generators, large language models, code generation tools, or audio generation tools; and
Whereas, Since the public release of Open AI’s ChatGPT, a chatbot powered by an underlying large language model trained to follow an instruction in a prompt and provide a detailed response in a humanlike conversational dialogue within seconds, it has become the fastest-growing consumer application in history, growing from one million users following its launch in November 2022 to over 100 million users in January 2023; and
Whereas, In addition to text outputs, generative AI can be used to analyze large data sets, identify trends and patterns, and make predictions; other applications include creating images, such as graphs and other data visualization, music, computer code; and
Whereas, Over the past year, with the release and growth of ChatGPT, Google’s Bard, and similar generative AI systems, critics have issued warnings about the impact generative AI could have on society; and
Whereas, A May 30, 2023, open letter published by the Center for AI Safety and signed by more than 350 executives, researchers, and engineers working in AI, asserts “[m]itigating the risk of extinction from AI should be a global priority alongside other societal-scale risks such as pandemics and nuclear war”; and
Whereas, A nationally representative survey of more than a thousand K-12 teachers and a thousand students published in February 2023 by the polling and research firm Impact Research for the Walton Family Foundation revealed that 51 percent of teachers have used ChatGPT, with 40 percent of teachers saying they use it weekly, and 10 percent reporting they use it almost daily; and
Whereas, By comparison, 33 percent of student respondents reported using ChatGPT for school, including 47 percent of those ages 12-14; and 
Whereas, The survey also found that 59 percent of teachers reported that “ChatGPT will likely have legitimate educational uses that we cannot ignore,” while 24 percent reported that “ChatGPT will likely only be useful for students to cheat”; and 
Whereas, Overall, the survey revealed that teachers and students agree that ChatGPT will be important to incorporate into schooling: 68 percent of students believe it can help them become better students and 75 percent of students reported that it can help them learn faster, while 73 percent of teachers agree that ChatGPT can help their students learn more; and
Whereas, Generative AI chatbots, which rely on patterns learned in its training rather than facts, are not reliable sources of information; and
Whereas, A May 3, 2023, JSTOR Daily post, highlighted that failing to properly engage with generative AI could produce a “generation of students and professionals who rely on a machine to think for them,” ultimately resulting in an “educational landscape where… students will have ChatGPT write their essays, and teachers will have ChatGPT grade them”; and
Whereas, In January 2023, citing “concerns about negative impacts on student learning, and concerns regarding the safety and accuracy of content,” the New York City (“NYC” or “City”) Department of Education (DOE) restricted access to ChatGPT on DOE networks and devices; and
Whereas, However, in a first-person piece published May 18, 2023, by Chalkbeat New York, DOE Chancellor Banks conceded that “the reality [is] that our students are participating in and will work in a world where understanding generative AI is crucial”; and
Whereas, Education must keep pace and embrace new technology in order to best prepare students for an ever-evolving world; now, therefore, be it
	Resolved, That the Council of the City of New York calls on the New York City Department of Education to develop curriculum on machine learning, and adapt their current curriculum to account for the safe use of generative AI.

LS #13396
07/06/2023
CGR


























[This Page Intentionally Kept Blank]



























Res. No. 766

..Title
Resolution calling on the New York City Department of Education to update its CS4All initiative to increase access to CS4All professional development for educators and administrators, particularly for those in underserved schools, and to increase training for all teachers.
..Body

By Council Members Joseph, Powers, Gutierrez, Abreu, Stevens, Louis, Schulman, Menin and Farías (by request of the Manhattan Borough President)

Whereas, Computer science (CS) is the study of computers and computational systems, including the principles, theories, and methods for designing, developing, and utilizing thereof; and
Whereas, CS includes the study of algorithms, artificial intelligence (AI), computer architecture, computer networks, databases, operating systems, programming languages, software engineering, and human-computer interaction; and
Whereas, CS plays a crucial role in advancing technology, driving innovation, and shaping aspects of everyday life, including communication, entertainment, healthcare, scientific research, and transportation; and
Whereas, CS is a rapidly evolving field that continuously pushes the boundaries of what is possible, enabling new discoveries and improving efficiency in all industries and sectors; and
Whereas, CS education enhances students’ critical thinking, equipping them with essential skills, providing them with a foundation in computational thinking, problem-solving, and algorithmic reasoning; and
Whereas, CS education empowers students to be active creators and contributors to society by encouraging them to think creatively and develop innovative solutions to real word problems; and
Whereas, CS education helps students develop digital literacy, including how to navigate technology responsibly, and understanding data privacy, and prepares them for future job opportunities; and
Whereas, With the recent public release of generative AI chatbots, digital literacy skills are especially important to know how to evaluate the credibility of, and make informed decisions about, AI-generated content; and
Whereas, CS education is particularly important to addressing the digital divide, which refers to the gap in access to technology and digital resources between different socioeconomic groups and communities, including reliable internet connectivity and access to personal devices, among underserved students; and
Whereas, The New York City (NYC) Department of Education (DOE) Computer Science for All (CS4All) initiative is a citywide effort to ensure that all public school students have access to CS education; and 
Whereas, Through CS4All, DOE collaborates with schools, educators, industry partners, and community organizations to develop a comprehensive and inclusive CS curriculum aligned with national standards and best practices; and
Whereas, CS4All emphasizes teacher training and professional development to equip educators with the necessary skills and knowledge to effectively teach CS; and
Whereas, CS4All came out of DOE’s Equity and Excellence for All agenda and, according to its website, the initiative is committed to “providing every single child, in every classroom, in every [NYC] public school” with a “meaningful, high quality [CS] education at each school level… by 2025”; and
Whereas, However, CS4All has been criticized for not doing enough to address the racial and gender disparities that exist in CS education; and
Whereas, An October 2022 study by the New York University’s (NYU) Research Alliance on CS4All showed that only 17 percent of DOE schools are meeting the participating and equity goals set for girls, Black, and Latinx students; and
Whereas, Moreover, schools that made greater improvement in CS access and participation also served lower percentages of Black and Latinx students on average; and
Whereas, The NYU study also found that schools that made greater improvements were more likely to have multiple teachers participate in CS4All professional development and to have an administrator or teacher participate in the CS4All leadership professional development; and
Whereas, This suggests that CS4All professional development may have helped facilitate greater access and participation among students; and
Whereas, In this increasingly digital world, CS is an essential part of a student’s education; now, therefore, be it
	Resolved, That the Council of the City of New York calls on the New York City Department of Education to update its CS4All initiative to increase access to CS4All professional development for educators and administrators, particularly for those in underserved schools, and to increase training for all teachers.
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Res. No. 767

..Title
Resolution calling on the New York City Department of Education to mandate training on generative artificial intelligence tools, including for potential classroom implementation, for all educators.
..Body

By Council Members Joseph, Powers, Gutierrez, Abreu, Schulman, Menin and Farías (by request of the Manhattan Borough President)

 Whereas, Generative artificial intelligence (AI) is a type of AI that can generate new content, including text, images, and videos, through learning patterns from pre-existing data; and
Whereas, Examples of generative AI systems include image generators, large language models, code generation tools, or audio generation tools; and
Whereas, Open AI’s ChatGPT, a chatbot powered by an underlying large language model, is trained to follow an instruction in a prompt and provide a detailed response in a humanlike conversational dialogue within seconds; and
Whereas, Since its public release, ChatGPT has become the fastest-growing consumer application in history, growing from one million users following its launch in November 2022 to over 100 million users in January 2023; and
Whereas, With the release and growth of ChatGPT, Google’s Bard, and similar generative AI systems, critics have both touted and condemned the impact of generative AI on society; and
Whereas, In a February 23, 2023, Wall Street Journal editorial, Henry Kissinger, Eric Schmidt, and Daniel Huttenlocher claim “[g]enerative [AI] presents a philosophical and practical challenge on a scale not experienced since the start of the Enlightenment” with the invention of the printing press; and 
Whereas, A widely discussed concern about generative AI has centered around education and the potential for students to improperly use the technology, such as to plagiarize assignments; and
Whereas, According to a January 2023 Intelligent.com poll, 30 percent of college students have used ChatGPT on written homework assignments, while research published in March 2023 by the Walton Family Foundation showed that 33 percent of students aged 12 to 17 use ChatGPT for schoolwork; and
Whereas, Generative AI chatbots rely on patterns learned in training, which can be based on non-factual information and which could result in false narratives and misinformed outputs; and
Whereas, In a first-person piece published May 18, 2023, by Chalkbeat New York, the New York City Department of Education Chancellor David Banks asserted that “the reality [is] that our students are participating in and will work in a world where understanding generative AI is crucial”; and
Whereas, For generative AI to be useful and reliable, there must be a concentrated effort and an ongoing conversation in academia to adapt to generative AI, including how it can be effectively integrated into education; and
Whereas, Generative AI is a huge technological breakthrough that has the potential to be a valuable resource or have devastating consequences in both education and society; now, therefore, be it
	Resolved, That the Council of the City of New York calls on the New York City Department of Education to mandate training on generative artificial intelligence tools, including for potential classroom implementation, for all educators.
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