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I. INTRODUCTION

On October 28, 2024, the Committee on Technology, chaired by Council Member Jennifer Gutiérrez, will hold an oversight hearing on the Use of Automated Decision Systems and Artificial Intelligence by New York City Agencies. In addition, the Committee will hear: Int. No. 199, sponsored by Council Member Gutiérrez, in relation to establishing an office of algorithmic data integrity; Int. 926, sponsored by Council Member Menin, in relation to requiring the creation of appropriate and responsible use practices for artificial intelligence tools used by city agencies; Int. 1024, sponsored by Council Member Gutiérrez, in relation to requiring a centralized list of artificial intelligence tools approved to be used by agencies; and Int. 1099, sponsored by Council Member Powers, in relation to requiring reporting on the impact of algorithmic tools on city employees and changes in employment responsibilities due to algorithmic tools. The Committee anticipates testimony from the Office of Technology and Innovation (“OTI”), formerly known as the Department of Information Technology and Telecommunications (“DoITT”), industry representatives and experts, technology research and advocacy groups, legal organizations, civil rights organizations, community-based nonprofit organizations, and other interested members of the public. 
II.	BACKGROUND 
Automated Decision Systems (“ADS”) may vary in their complexity.[footnoteRef:1] There are simple rule-based algorithms, machine learning tools or non-generative artificial intelligence; and generative artificial intelligence.[footnoteRef:2] The Oxford English Dictionary defines an algorithm as “a procedure or set of rules used in calculation and problem-solving.”[footnoteRef:3] Algorithms began as relatively simple sets of steps; however, due to advances in computing and the ability to collect, compute, and compare ever-larger amounts of data, algorithms have become more complex and powerful. The proliferation of algorithms led to the creation of automated decision systems (“ADS”) where computer systems make decisions with little to no human oversight.  [1:  See Outsourced and Automated Report: How AI Companies Have Taken Over Government Decision-Making, EPIC, p.11, https://epic.org/wp-content/uploads/2023/09/FINAL-EPIC-Outsourced-Automated-Report-w-Appendix-Updated-9.26.23.pdf.]  [2:  See id. ]  [3:  Algorithm, OXFORD ENGLISH DICTIONARY (3d ed. 2012), http://www.oed.com/view/Entry/4959?redirectedFrom=algorithms. ] 

Today, a wide variety of government entities use these automated decision systems to help address social problems. For instance, the Social Security Administration uses algorithms to aid its agents in evaluating benefits claims; the Internal Revenue Service uses them to select taxpayers for audit; the Food and Drug Administration uses algorithms to study patterns of foodborne illness; the Securities and Exchange Commission uses them to detect trading misconduct; local police departments employ algorithms to help predict the emergence of crime surges; courts use them to help sentence defendants; and parole boards use them to predict who is least likely to reoffend.[footnoteRef:4] New York City uses ADS to assist officials in placing students in public schools,[footnoteRef:5] suggest hospitals for EMS to bring patients to based on their condition,[footnoteRef:6] and determine the optimal route to conduct business inspections.[footnoteRef:7]  [4:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 64–65 (2019).]  [5:  MySchools is a tool used by the Department of Education which utilizes the Gale-Shapley deferred acceptance algorithm to match applicants to schools. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 9.]  [6:  EMS Hospital Suggestion Algorithm is a tool used to determine the closest, appropriate hospital to an incident location based on the needs of a patient requiring transport. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 32.]  [7:  Route Automation is a tool used by the Department of Consumer and Worker Protection to generate a route for an inspector on a specific date based on configuration variables and geographic area. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 7.] 

Artificial intelligence (“AI”) uses algorithms to build intelligent machines.[footnoteRef:8] Also referred to as “cognitive technologies,” artificial intelligence comprises, among other things, the technologies of deep learning, natural language processing, machine vision, speech recognition, and expert systems.[footnoteRef:9] New York City uses machine learning and artificial intelligence to predict repeated cases of childhood maltreatment,[footnoteRef:10] assist answering student questions during lessons in school,[footnoteRef:11] and inspect occurrences of idling cars in violation of the City’s air pollution laws.[footnoteRef:12] [8:  B.J. Copeland, Artificial Intelligence, ENCYCOLOPAEDIA BRITANNICA, Sept.13, 2023, https://www.britannica.com/technology/artificial-intelligence/Methods-and-goals-in-AI; Human-Centered Artificial Intelligence, Artificial Intelligence Definitions, STANFORD UNIVERSITY, Sept. 2020, https://hai.stanford.edu/sites/default/files/2020-09/AI-Definitions-HAI.pdf. ]  [9:  Deep learning utilizes neural networks, a computer system modeled after the human brain and nervous system which uses layers of interconnected software nodes that learn from large amounts of data. This is similar to how humans learn from their experiences. See Bob Lambrechts, May It Please the Algorithm, J. KAN. B. ASS'N, JANUARY 2020, at 36, 38. ]  [10:  Service Termination Conference is a tool used by Administration for Children’s Services Preventive Services managers to identify whether or not a case should have ACS or provider-agency facilitation at the service termination conference. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 2-3.]  [11:  Open Gen AI and Teaching Assistant Tool is a system used by the Department of Education which uses large language models was a system custom-built by DIIT using advanced Microsoft technologies to create a set of generative AI tools. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 13.]  [12:  Idling Complaints Program is an AI tool used by the Department of Environmental Protection which analyzes the audio and visual aspects of pictures and videos submitted by citizens of alleged car idling complaint occurrences that are in violation of New York City air pollution laws. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 8.] 

a. Generative AI vs. Traditional AI 
Within artificial intelligence technology’s proliferation and evolution has been the rise of a specific kind of artificial intelligence: generative artificial intelligence, or generative AI. Generative AI involves artificial intelligence models that can create new content based on an analysis of existing datasets.[footnoteRef:13] Today, various generative AI tools have entered mainstream use, with notable examples including ChatGPT, which introduced unprecedented levels of quality and complexity in generated text responses, Github Copilot, which generates and suggests novel computer code, and Midjourney and DALL-E, which generate images from user-entered text descriptions.[footnoteRef:14] In New York City, the My City Portal has a chatbot feature to “find information on many of the City’s business services."[footnoteRef:15] [13:  Kim Martineau, What is generative AI?, IBM, Apr. 20, 2023, https://research.ibm.com/blog/what-is-generative-AI; What is generative AI?, MCKINSEY & COMPANY, Jan. 19, 2023, https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-generative-ai; Audrey Woods, Generative AI Panel: Key Takeaways, MIT CSAIL ALLIANCES, https://cap.csail.mit.edu/generative-ai-language-images-and-code; Kristen E. Busch, Generative Artificial Intelligence and Data Privacy: A Primer, CONGRESSIONAL RESEARCH SERVICE, May 23, 2023, https://crsreports.congress.gov/product/pdf/R/R47569. ]  [14:  Haillie Parker, The Always Up-to-date List of the 50 Best AI Tools in 2023, CLICKUP, Sept. 8, 2023, https://clickup.com/blog/ai-tools/; Will Douglas Heaven, Generative AI is changing everything. But what’s left when the hype is gone?, MIT TECHNOLOGY REVIEW, Dec. 16, 2022, https://www.technologyreview.com/2022/12/16/1065005/generative-ai-revolution-art/. ]  [15:  https://nyc-business.nyc.gov/nycbusiness/?language=en. ] 

A. Benefits of ADS 
Algorithmically informed decision-making used in ADS and AI promises increased efficacy and fairness in the delivery of government services. As demonstrated in the medical profession, formalized analysis of datasets can result in better assessments of risk than less formal professional determinations developed over years of experience in practice.[footnoteRef:16] An algorithm’s data analysis can reveal patterns not previously noticed, recognized or precisely quantified. For example, systematic tracking of restaurant reviews, such as those contained on services like Yelp,[footnoteRef:17] can inform city health inspectors about food-borne illnesses emerging from the restaurants in their jurisdictions.[footnoteRef:18] In addition, integrating data across siloed administrative domains, such as education and general welfare, and then using that data to prioritize families in need of government help, can improve social service delivery.[footnoteRef:19]  [16:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018).]  [17:  Yelp is a website and business which publishes crowd-sourced reviews about other businesses and restaurants. Yelp, Yelp About Page,  https://www.yelp.com/about.]  [18:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018) (citing See Edward L. Glaeser et al., Big Data and Big Cities: The Promises and Limitations of Improved Measures of Urban Life (Harv. Bus. Sch. NOM Unit, Working Paper No. 16-065, 2015), https://dash.harvard.edu/bitstream/handle/1/24009688/16-065.pdf). ]  [19:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018).] 

B. Risks Associated with ADS 
Although algorithmic decision-making systems promise improvements in speed, efficiency and fairness, there are several risks that are associated with these tools, including a lack of transparency, privacy, security risks, and potential algorithmic bias. Some believe that algorithms automatically result in unbiased decisions; however, there are many examples of this not being the case.[footnoteRef:20]  [20:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, “Toward Algorithmic Transparency and Accountability,” Communications of the ACM, Vol. 60 No. 9, Page 5, https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ] 

Most developers neither disclose their predictive models or algorithms[footnoteRef:21] nor publish the source code for their software, making it impossible for the consumer to inspect the system. Many criticize this “black box,” as the results of those systems, without proper audit, may be discriminatory, erroneous, or otherwise problematic.[footnoteRef:22]  [21:  An algorithmic process will typically involve (1) the construction of a model to achieve some goal, based on analysis of collected historical data; (2) the coding of an algorithm that implements this model; (3) collection of data about subjects to provide inputs for the algorithm; (4) application of the prescribed algorithmic operations on the input data; and (5) outputs in the form of predictions or recommendations based on the chain of data analysis. Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 107–08 (2018).]  [22:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 107–08 (2018).] 

The increasing use of AI technology has important implications for privacy. For example, facial recognition technology may collect or store facial images, posing varying levels of risk. [footnoteRef:23] One of the concerns that is raised in connection of this technology is the inability of individuals to remain anonymous in public or the use of the technology without individuals’ consent.[footnoteRef:24] Facial-recognition technology is used widely in verification tools, by law enforcement, including New York City Police Department[footnoteRef:25] and the Department of Investigation.[footnoteRef:26] Reasonable concerns about the accuracy and bias of these technologies have also raised questions.[footnoteRef:27]  [23:  United States Government Accountability Office, FACIAL RECOGNITION TECHNOLOGY: Privacy and Accuracy Issues Related to Commercial Uses, https://www.gao.gov/assets/gao-20-522.pdf, p.2.]  [24:  Id.]  [25:  NYPD, FACIAL RECOGNITION: IMPACT AND USE POLICY , https://www.nyc.gov/assets/nypd/downloads/pdf/public_information/post-final/facial-recognition-nypd-impact-and-use-policy_11.24.23.pdf.]  [26:  NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf. p. 27.]  [27:  See Larry Hardesty, Study finds gender and skin-type bias in commercial artificial-intelligence systems, MIT News, Feb. 11, 2018, https://news.mit.edu/2018/study-finds-gender-skin-type-bias-artificial-intelligence-systems-0212 (discussing a MIT study concluding that tested facial-recognition technologies were 99% accurate for light-skinned men, but only 66%-80% accurate for darker-skinned women).] 

Bias can generally result from at least one of two factors during the development of an algorithm. The first is largely internal to the process of data collection—when errors in data collection, including inaccurate methodologies, incomplete data gathering, or non-standardized self-reporting, lead to inaccurate depictions of reality.[footnoteRef:28] The second type is more externally sourced and occurs when the underlying subject matter draws on information that reflects or internalizes some variations of structural discrimination, hence influencing the resulting data, such as attempting to understand factors for successful careers by drawing information from an industry that systematically promoted men over women.[footnoteRef:29]  [28:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019) (citing Kate Crawford et al., The AI Now Report: The Social and Economic Implications of Artificial Intelligence Technologies in the Near-term, 6-7 (2016), https://assets.ctfassets.net/8wprhhvnpfc0/3JOy5k4f1YSCQOi8MCCmA2/97010d04fbc7892662ce8b2469dc1601/AI_Now_2016_Report.pdf. ]  [29:  See Joanna Bryson, Three Very Different Sources of Bias in AI, and How to Fix Them, ADVENTURES NI (Jul. 13, 2017), http://joanna-bryson.blogspot.com/2017/07/three-very-different-sources-of-bias-in.html (demonstrating that bias is introduced to artificial intelligence when there is poor quality data that is tainted with human biases and/or when the formal models behind AI are not well reasoned);Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019). ] 

While the effects of algorithms' predictions can be troubling in themselves, they become even more problematic when government agencies use them to distribute resources or impose retributions. An individual can be denied parole or credit, fired, or not hired for reasons they will never know and which cannot be articulated.[footnoteRef:30]  [30:  See Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103 (2018).] 

For example, in 2013, when Michigan launched a predictive model to manage unemployment benefits, Michigan Integrated Data System (MiDAS), it falsely accused over 34,000 people of fraud due to a flawed algorithm, leading to the wrongful denial of benefits before it was shut down in 2015 amid public and legal pressure.[footnoteRef:31] In 2016, the Arkansas Department of Human Services introduced an algorithm to allocate Medicaid home care benefits, which resulted in beneficiaries losing an average of 43% of their support hours; it was abandoned after lawsuits and community pressure challenged its use.[footnoteRef:32] New York City has its own example of erroneous AI systems in the MyCity Chatbot launched in March 2023, which faced numerous reports[footnoteRef:33] that it sometimes produces “incomplete or inaccurate responses.”[footnoteRef:34] [31:  Charette, Robert. Michigan’s MiDAS Unemployment System: Algorithm Alchemy Created Lead, Not Gold - IEEE Spectrum, January 24, 2018. https://spectrum.ieee.org/michigansmidas-unemployment-system-algorithm-alchemy-that-created-lead-not-gold.]  [32:  Benefits Tech Advocacy Hub, Arkansas Medicaid Home and Community Based Services Hours Cuts, https://btah.org/case-study/arkansas-medicaid-home-and-community-basedservices-hours-cuts.html.]  [33:  Big Tech Docket: The Global Security Crisis That Almost Was, 2024 WL 1517795; see also Reuters, New York City Defends AI Chatbot That Advised Entrepreneurs To Break Laws, NEW YORK POST, April 5, 2024, https://nypost.com/2024/04/05/us-news/new-york-city-defends-ai-chatbot-that-advised-entrepreneurs-to-break-laws/; Colin Lecher, Malfunctioning NYC AI Chatbot Still Active Despite Widespread Evidence it’s Encouraging Illegal Behavior, THE CITY, April 2, 2024, https://www.thecity.nyc/2024/04/02/malfunctioning-nyc-ai-chatbot-still-active-false-information/; Jake Offenhartz, NYC's AI Chatbot Was Caught Telling Businesses to Break the Law. The City Isn't Taking It Down, AP NEWS, April 3, 2024, https://apnews.com/article/new-york-city-chatbot-misinformation-6ebc71db5b770b9969c906a7ee4fae21.]  [34:  My City Chatbot Disclaimer, https://chat.nyc.gov/?language=en. ] 

a. Automated Decision Systems Used by New York City Agencies
On November 19, 2019, by Executive Order No. 50, Mayor Bill de Blasio established the Algorithms Management and Policy Officer (“AMPO”) together with the Algorithms Advisory Committee ("Advisory Committee").[footnoteRef:35] The AMPO’s role was to serve as a centralized resource for guiding the City and its agencies in the development, responsible use, and evaluation of algorithmic and related technical tools and systems.[footnoteRef:36] Furthermore, the AMPO was responsible for coordinating agency reporting on the use of these tools, managing public engagement strategies, and maintaining a public-facing platform for transparency and community feedback. The AMPO also had to prepare biennial reports, the first of which was released in 2020.  [35:  The City of New York Office of the Mayor, Executive Order No. 50 of 2019, https://www.nyc.gov/assets/home/downloads/pdf/executive-orders/2019/eo-50.pdf]  [36:  Id, p.2.] 

Executive Order No. 3 of 2022 discontinued the existence of the AMPO and moved some of its responsibility under the newly-created Office of Technology and Innovation (“OTI”). [footnoteRef:37] Moreover, Local Law 35, passed in 2021, mandates the reporting of algorithmic tools on a yearly basis. The following table shows how the number of ADS tools used by city agencies has changed since 2020. [37:  “The Algorithms Management and Policy Officer established pursuant to Executive Order No. 50, dated November 19, 2019, shall be discontinued. The Office of Technology and Innovation shall guide the City and its agencies in the development, responsible use and assessment of algorithmic and related technical tools and systems and shall engage and educate the public on issues related to City use of these and other related technologies.” The City of New York Office of the Mayor, Executive Order No. 3 of 2022, https://www.nyc.gov/assets/home/downloads/pdf/executive-orders/2022/eo-3.pdf, p. 2.] 

Table 1. Agencies by total number of ADS reported in 2020[footnoteRef:38], 2021[footnoteRef:39], 2022[footnoteRef:40] and 2023[footnoteRef:41]. [38:  Algorithms Management and Policy Officer, CY2020 IMPLEMENTING EXECUTIVE ORDER 50 (2019): SUMMARY OF AGENCY COMPLIANCE REPORTING, https://www.nyc.gov/assets/oti/downloads/pdf/reports/ampo-agency-compliance-cy-2020.pdf.]  [39:  NYC OTI, CY2021 SUMMARY OF AGENCY COMPLIANCE REPORTING OF ALGORITHMIC TOOLS, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2021-algorithmic-tools-reporting.pdf.]  [40:  NYC OTI, CY2022 SUMMARY OF AGENCY COMPLIANCE REPORTING OF ALGORITHMIC TOOLS, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2022-algorithmic-%20tools-reporting.pdf.]  [41:  NYC OTI, CY2023 Summary of Agency Compliance Reporting of Algorithmic Tools, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf.] 

	Agency
	Number of Tools Reported 2020
	Number of Tools Reported 2021
	Number of Tools Reported 2022
	Number of Tools Reported 2023

	311
	0
	0
	**
	**

	Administration for Children's Services, ACS
	2
	2
	2
	5

	Business Integrity Commission, BIC
	0
	0
	0
	0

	Chief Technology Officer, CTO
	0
	0
	**
	**

	Civic Engagement Commission, CEC
	1
	1
	***
	***

	Civilian Complaint Review Board, CCRB
	0
	0
	0
	0

	Commission on Human Rights, CCHR
	0
	0
	0
	0

	Conflicts of Interest Board, COIB
	0
	0
	0
	0

	Cyber Command, Cyber
	0
	0
	**
	**

	Department for the Aging, DFTA
	0
	0
	0
	0

	Department of Buildings, DOB
	0
	0
	0
	0

	Department of City Planning, DCP
	0
	0
	0
	0

	Department of Citywide Administrative Services, DCAS
	0
	0
	0
	0

	Department of Consumer and Worker Protection, DCWP
	1
	1
	1
	1

	Department of Correction, DOC
	1
	1
	1
	0

	Department of Cultural Affairs, DCLA
	0
	0
	0
	0

	Department of Design and Construction, DDC
	0
	0
	0
	0

	Department of Education, DOE
	3
	3
	3
	5

	Department of Environmental Protection, DEP
	0
	0
	0
	1

	Department of Finance, DOF
	0
	0
	0
	0

	Department of Health and Mental Hygiene, DOHMH
	1
	1
	9
	16

	Department of Housing Preservation and Development, HPD
	0
	0
	0
	0

	Department of Information Technology and Telecommunications, DOITT
	0
	0
	**
	**

	Department of Investigation, DOI
	0
	1
	1
	1

	Department of Parks & Recreation, DPR
	0
	0
	0
	0

	Department of Probation, DOP
	0
	0
	0
	0

	Department of Records and Information Services, DORIS
	0
	0
	0
	0

	Department of Sanitation, DSNY
	0
	0
	0
	0

	Department of Small Business Services, SBS
	0
	0
	0
	0

	Department of Social Services, DSS
	1
	1
	1
	3

	Department of Taxi & Limousine Commission, TLC
	0
	0
	0
	0

	Department of Transportation, DOT
	0
	0
	0
	0

	Department of Veterans' Services, DVS
	0
	0
	0
	0

	Department of Youth and Community Development, DYCD
	0
	0
	0
	0

	Fire Department, FDNY
	3
	6
	6
	4

	Landmarks Preservation Commission, LPC
	0
	0
	0
	0

	Law Department
	0
	0
	0
	0

	Mayor's Office
	0
	0
	3
	3

	New York City Housing Authority, NYCHA
	0
	0
	0
	0

	New York Police Department, NYPD
	3
	3
	3
	3

	NYC Emergency Management, NYCEM
	0
	0
	0
	0

	Office of Administrative Trials and Hearings, OATH
	0
	0
	0
	0

	Office of Chief Medical Examiner, OCME
	0
	1
	1
	1

	School Construction Authority, SCA
	0
	0
	0
	1

	Office of Technology and Innovation
	*
	*
	0
	1

	Economic Development Corporation, EDC
	*
	*
	0
	0

	Health + Hospitals, H+H
	*
	*
	*
	1

	Public Design Commission, PDC
	*
	*
	*
	0

	GRAND TOTAL
	16
	21
	31
	46


* These agencies did not appear in the corresponding year’s report.
** These agencies were combined into OTI starting in 2022.
*** These agencies were combined into the Mayor’s Office starting in 2022.
As indicated above in Table 1, the number of automated decision systems used by New York City agencies increased from 16 in 2020 to 46 in 2023. Specifically, the Department of Health and Mental Hygiene (“DOHMH”) expanded its use of ADS from 1 in 2020 to 16 in 2023, the Department of Social Services (“DSS”) increased its use from 1 in 2020 to 3 in 2023, the Department of Education (“DOE”) went from 3 in 2020 to 5 in 2023, and the Administration for Children's Services (“ACS”) went from 2 in 2020 to 5 in 2023.
C. AI PRINCIPALS ISSUED BY NYC
On October 16, 2023, Mayor Eric Adams announced his administration’s plan for responsible artificial intelligence use in New York City government titled “The New York City Artificial Intelligence Action Plan” (“AI Action Plan”).[footnoteRef:42] The AI Action Plan outlined seven key initiatives and a timeline for realizing each initiative.[footnoteRef:43] The first initiative, “design and implement a robust governance framework,” stated that the administration shall establish an AI Steering Committee, composed of representatives of OTI divisions and other city agencies,[footnoteRef:44] which shall establish guiding principles and definitions for the responsible use of AI across agencies. Then, in alignment with these principles, the AI Steering Committee shall provide agencies with guidance on the uses and risks of emerging forms of AI, focusing first on generative AI tools – in particular, large language models and other related technologies.[footnoteRef:45] According to the AI Action Plan, this initiative and subsequent reports shall be completed and published within three months of January 16, 2024.[footnoteRef:46] [42:  The City of New York Office of the Mayor, Mayor Adams Releases First-of-Its-Kind Plan For Responsible Artificial Intelligence Use In NYC Government, https://www.nyc.gov/office-of-the-mayor/news/777-23/mayor-adams-releases-first-of-its-kind-plan-responsible-artificial-intelligence-use-nyc#/0.]  [43:  The seven initiatives outlined in the “The New York City Artificial Intelligence Action Plan” are as follows: 1) Design and Implement a Robust Governance Framework, 2) Build External Relationships, 3) Foster Public Engagement, 4) Build AI Knowledge and Skills in City Government, 5) Support AI Implementation, 6) Enable Streamlined and Responsible AI Acquisition, and 7) Ensure Action Plan Measures are Maintained and Updated, and Report Annually on the City’s Progress, NYC OTI, The New York City Artificial Intelligence Action Plan, https://www.nyc.gov/assets/oti/downloads/pdf/reports/artificial-intelligence-action-plan.pdf. ]  [44:   Id, p. 16, section 1.1.]  [45:  Id, pg 16, sections 1.2 and 1.3.]  [46:  Id, pg 16, sections 1.1-1.3.] 

In January 2024, the City announced the establishment of the AI Steering Committee.[footnoteRef:47] The Committee was chaired by Chief Technology Officer, Matthew Fraser, and additionally comprised of 23 representatives from 16 city agencies,[footnoteRef:48] 8 OTI divisions,[footnoteRef:49] and the AI Advisory Network, which includes subject matter experts from the private sector and academia.[footnoteRef:50]  [47:  NYC OTI, Artificial Intelligence, https://www.nyc.gov/content/oti/pages/artificial-intelligence.]  [48:  The 16 city agencies represented in the AI Steering Committee are as follows: City Commission on Human Rights, Department of Citywide Administrative Services, Department of Education, Department of Environmental Protection, Department of Finance, Department of Health and Mental Hygiene, Department of Housing Preservation and Development, Department of Transportation, Department of Social Services, Mayor's Office of Contract Services, Mayor's Office of Equity, Mayor's Office of Immigrant Affairs, Mayor's Office of People with Disabilities, New York City Law Department, New York City Police Department, and the Office of Technology and Innovation. Id.]  [49:  The 8 divisions of OTI represented in the AI Steering Committee are as follows: CTO's Office, Applications, Cyber Command, Infrastructure Management, Office of Data Analytics, Office of Information Privacy, Office of Public Information, and Strategic Initiatives/Research & Collaboration. Id.]  [50:  The members on the advisory Committee of the AI Steering Committee are as follows: Matt Baker, SVP of AI Strategy, Dell; Bill Burnham, Public Sector CEO, HP Enterprise; Dr. Rumman Chowdhury, Chief Executive Officer and Founder, Humane Intelligence; Responsible AI Fellow, Berkman Klein Center, Harvard University; Brenda Leong, Partner, Luminos Law; Ryan Lewis, Partner, SRI International; Mutale Nkonde, Chief Executive Officer, AI for the People; Dr. David Rhew, Global Chief Medical Officer and VP of Healthcare, Microsoft; Dr. Clifford Stein, Wai T. Chang Professor of Industrial Engineering and Operations Research, Professor of Computer Science, and Interim Director of the Data Science Institute, Columbia University; Dr. Nandan Thor, Head of AI, Palo Alto Networks; Dr. Robert Tillman, Senior Director of Machine Learning, Optum AI; Dr. Kerstin Kleese van Dam, Director of Computational Science, Brookhaven National Laboratory; Marjorie Velázquez, Vice President of Policy, Tech:NYC; Dr. Stefaan Verhulst, Research Professor, New York University; Co-founder of The GovLab and The Data Tank; Dr. Elizabeth Watkins, Research Scientist, Intel Labs; Dr. Jeannette M. Wing, Executive Vice President for Research and Professor of Computer Science, Columbia University. Id.] 

On March 7, 2024, the AI Steering Committee published their first round of AI Action Plan deliverables which included two reports: (1) “Artificial Intelligence: Principles & Definitions,” which included key AI principles and definitions; and (2) “Preliminary Use Guidance: Generative Artificial Intelligence,” a guide for the use generative AI by City agencies.[footnoteRef:51]  [51:  NYC OTI, OTI Announces Progress on Nation’s First Comprehensive Artificial Intelligence Action Plan, https://www.nyc.gov/content/oti/pages/press-releases/oti-announces-progress-on-nations-first-comprehensive-artificial-intelligence-action-plan.] 

The principles laid out in “Artificial Intelligence: Principles & Definitions” were as follows: 
1) Validity and reliability – the City should assess and monitor AI solutions to ensure they are appropriate, data-driven, and reliably perform as conditions and use cases evolve;[footnoteRef:52]  [52:  NYC OTI, Artificial Intelligence: Principles & Definitions, https://www.nyc.gov/assets/oti/downloads/pdf/about/artificial-intelligence-principles-definitions.pdf, p. 3, section 4.1.] 

2) Social responsibility – when using, developing, and implementing AI solutions, City agencies should seek to ensure that tools operate with fairness and equity;[footnoteRef:53]  [53:  Id, p. 3, section 4.2.] 

3) Information privacy – where AI development and use involves collection, use, or disclosure of identifying information, City agencies must continue to comply with the Identifying Information Law and its associated citywide privacy policies;[footnoteRef:54]  [54:  Id, p. 3-4, section 4.3.] 

4) Cybersecurity – the City should ensure it builds and leverages AI systems with security and resilience in mind;[footnoteRef:55] and  [55:  Id, p. 4, section 4.4.] 

5) Trust and transparency – agencies should carefully consider whether public engagement, disclosure or explanation of AI use, or human alternatives mechanisms may be beneficial.[footnoteRef:56]  [56:  Id, p. 4-5, section 4.5.] 

In line with these principles, the “Preliminary Use Guidance: Generative Artificial Intelligence” report included specific recommendations for cybersecurity, information privacy, trust and responsibility, and transparency. This report advised agencies to review their internal policies on technology and software usage,[footnoteRef:57] consult with Agency Privacy Officers before deploying generative AI tools,[footnoteRef:58] ensure that any new generative AI content is vetted by personnel prior to dissemination,[footnoteRef:59] and consistently label content produced by AI,[footnoteRef:60] among thirteen other recommendations on how to responsibly use and deploy generative AI tools. Notably, there were no specific recommendations addressing the principle of validity and reliability. [57:  Id, p. 3, section 6.1.]  [58:  Id, p. 3-4, section 6.2.]  [59:  Id, p. 4, section 6.3.]  [60:  Id, p. 4-5, section 6.4.] 

II. LEGISLATION 
Int. 0199-2024, A Local Law to amend the New York city charter and the administrative code of the city of New York, in relation to establishing an office of algorithmic data integrity
This bill would establish an office of algorithmic data integrity. The office would be responsible for working with city agencies to promote transparency in agency actions and decision-making, and analyzing data to make determinations about whether an agency’s actions were discriminatory. The office would be required to issue a report containing results of its analysis and recommendations for policies and best practices to encourage non-discriminatory decision-making in connection with an agency’s use of algorithmic tools. 
The bill would take effect 180 days after it becomes law.
Int. 0926, A Local Law to amend the administrative code of the city of New York, in relation to requiring the creation of appropriate and responsible use practices for artificial intelligence tools used by city agencies.
This bill would require the Department of Information Technology and Telecommunications, or another office or agency designated by the Mayor, to promulgate rules establishing minimum appropriate and responsible use practices that all agencies must follow in developing, procuring, deploying, and using public-impacting artificial intelligence. These rules would be reviewed annually. The Department, or such other office or agency, would also be required to submit a report every two years to the Council and the Mayor on the minimum practices, their use, and any updates or changes that were made over the past two years.  
The bill would take effect immediately.
Int. 1024, A Local Law to amend the administrative code of the city of New York, in relation to requiring a centralized list of artificial intelligence tools approved to be used by agencies.
This bill would require the Mayor, or an agency designated by the Mayor, to make a publicly available list of artificial intelligence tools approved for use by agencies. This list would include, among other items, the name of the tool, who approved the tool, and when it was discontinued. The list would be required to be updated every six months. 
The bill would take effect immediately.

Int. 1099, A Local Law to amend the administrative code of the city of New York, in relation to requiring reporting on the impact of algorithmic tools on city employees and changes in employment responsibilities due to algorithmic tools. 
The bill would add to the annual algorithmic tools compliance report to require agencies to report on the impacts of algorithmic tools on city employees and employment responsibilities.
Specifically it would require the city to report on the number of employees whose employment status have been impacted by the use of such tool, including the number of funded agency positions eliminated due to the use of such tool, the number of funded agency positions for which there was any displacement, the number of salaries changed due to changes in responsibility due to the use of such tool, and the number of city employees who were required to undertake any new trainings due to the use of an algorithmic tool.
The bill would take effect immediately.

III. CONCLUSION
The Committee looks forward to receiving testimony from the Administration, advocacy groups, academia, and other interested members of the public on the current state of the use of artificial intelligence by New York City agencies.
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Int. No. 199

By Council Members Gutiérrez, Hanif, Hudson, Restler and Williams (by request of the Queens Borough President)

..Title
A Local Law to amend the New York city charter and the administrative code of the city of New York, in relation to establishing an office of algorithmic data integrity
..Body

Be it enacted by the Council as follows:


18

19


Section 1. Chapter 1 of the New York city charter is amended by adding a new section 20-o to read as follows:
§ 20-o. Office of algorithmic data integrity. a. Definitions. As used in this section, the following terms have the following meanings:
Algorithmic tool. The term “algorithmic tool” has the same meaning as it does in section 3-119.5 of the administrative code.
Director. The term “director” means the director of algorithmic data integrity.
Office. The term “office” means the office of algorithmic data integrity.
Identifying information. The term “identifying information” has the same meaning as it does in section 23-1201 of the administrative code.
b. Office established. The commissioner of the department of information technology telecommunications in consultation with the commissioner of investigation shall establish an office of algorithmic data integrity. Such office shall be headed by a director of algorithmic data integrity who shall be appointed by the mayor. Such office shall also include other employees as may be appointed by the mayor or designated by the commissioner of the department of information technology telecommunications to assist in the performance of the duties of the office. In the event the director is removed or resigns, the mayor shall appoint a new director within 90 days of such removal or resignation. 
c. Powers and duties. The director shall have the power and duty to:
1. Collaborate with agencies to: 
(a) Analyze data and algorithmic tools provided to the office by an agency to determine whether such tools result in biased, unlawfully discriminatory decision-making, or disproportionate impact on individuals, and report the findings back to such agency; 
(b) Assist and advise agencies that utilize algorithmic tools on compliance with laws and regulations;
(c) Establish a protocol for receiving complaints from the public, and investigating any such complaints, regarding any potentially unlawfully discriminatory outcome experienced in connection with an agency’s use of algorithmic tools;
(d) Make recommendations for policies and best practices to encourage non-discriminatory decision-making in connection with an agency’s use of algorithmic tools;
(e) Create and maintain a public facing platform that provides a mechanism for receiving public comments and questions about a specific algorithmic tool used by an agency; 
(f) Plan and implement a public engagement and education strategy related to the city’s use of algorithmic tools; and
(g) Conduct a pre-deployment assessment of algorithmic tools.
2. Perform any other relevant duties the mayor deems appropriate.

DRAFT

DRAFT

d. Report required. Within one year of the effective date of the local law that added this section, and quarterly thereafter, the director shall post on the office’s website and submit to the mayor and the speaker of the council a report containing, at a minimum, the recommendations required by subparagraph (d) of paragraph 1 of subdivision c and a summary of any findings made pursuant to subparagraph (a) of paragraph 1 of subdivision, except to the extent that disclosures of such data would conflict with other applicable law. 
3
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§2. Section 3-119.5 of the administrative code of the city of New York is amended to read as follows:
§ 3-119.5 [Annual reporting on algorithmic] Algorithmic tools. a. For purposes of this section, the term “algorithmic tool” means any technology or computerized process that is derived from machine learning, artificial intelligence, predictive analytics, or other similar methods of data analysis, that is used to make or assist in making decisions about and implementing policies that materially  impact the rights, liberties, benefits, safety or interests of the public, including their access to available city services and resources for which they may be eligible. Such term includes, but is not limited to tools that analyze datasets to generate risk scores, make predictions about behavior, or develop classifications or categories that determine what resources are allocated to particular groups or individuals, but does not include tools used for basic computerized processes, such as calculators, spellcheck tools, autocorrect functions, spreadsheets, electronic communications, or any tool that relates only to internal management affairs such as ordering office supplies or processing payments, and does not materially affect the rights, liberties, benefits, safety or interests of the public.
b. Each agency shall report to the office of algorithmic data integrity, [the mayor’s office of operations, or any other office or agency designated by the mayor,] no later than December 31 of every year, every algorithmic tool that the agency has used one or more times during the prior calendar year or plans to use within the following calendar year.
c. Each agency shall provide the following information about each algorithmic tool reported pursuant to subdivision b of this section:
1. The name or commercial name, and a brief description of such algorithmic tool;
2. The purpose for which the agency is using such an algorithmic tool;
3. The type of data collected or analyzed by the algorithmic tool and the source of such data; 
4. A description of how the information received from such algorithmic tool is used;
5. Whether a vendor or contractor was involved in the development or ongoing use of the algorithmic tool, a description of such involvement, and the name of such vendor or contractor when feasible; and
6. The month and year in which such algorithmic tool began to be used, if known.
d. The [mayor’s office of operations] office of algorithmic data integrity, or any other office or agency designated by the mayor, shall compile the information received pursuant to subdivisions b and c of this section and report it to the mayor and the speaker of the council, disaggregated by agency, no later than March 31 of every year. 
e. No agency shall disclose any information pursuant to this section where such disclosure would violate local, state, or federal law, or endanger the safety of the public, or interfere with an active agency investigation. 
§ 3. This local law takes effect 180 days after it becomes law.
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Int. No. 926

By Council Members Menin, Gutiérrez, Brewer, Williams, Hanif, Salaam, Farías, Ariola, the Public Advocate (Mr. Williams), Joseph, Zhuang, Ung, Brannan and Cabán (by request of the Manhattan Borough President)

..Title
A Local Law to amend the administrative code of the city of New York, in relation to requiring the creation of appropriate and responsible use practices for artificial intelligence tools used by city agencies
..Body

Be it enacted by the Council as follows:
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Section 1. Subchapter 1 of chapter 1 of title 3 of the administrative code of the city of New York is amended by adding a new section 3-119.5.1 to read as follows:
§ 3-119.5.1 Minimum practices for the appropriate and responsible use of artificial intelligence. a. Definitions. As used in this section, the following terms have the following meanings:
Artificial intelligence. The term “artificial intelligence” has the same meaning as set forth in subsection (3) of section 9401 of title 15 of the United States code. 
Public-impacting artificial intelligence. The term “public-impacting artificial intelligence” means any artificial intelligence that could reasonably be expected to materially impact the rights, liberties, benefits, safety or interests of the public, including their access to available city services and resources for which they may be eligible.
b. Minimum practices. No later than January 1, 2025, the department of information technology and telecommunications, or another office or agency designated by the mayor, shall promulgate rules establishing minimum practices that all agencies must follow in developing, procuring, deploying, and using public-impacting artificial intelligence. Such rules shall include reporting standards that agencies must follow to document compliance with such minimum practices. Such minimum practices shall include, but need not be limited to: 
1. Procedures for ensuring fairness, transparency, and accountability in public-impacting artificial intelligence decision-making processes, including but not limited to testing standards to guard against bias; 
2. Procedures for identifying, assessing, and mitigating risks associated with public-impacting artificial intelligence, including but not limited to data protection risks; 
3. Procedures for regular monitoring and independent evaluation of public-impacting artificial intelligence; and
4. Procedures for protecting individual privacy and civil liberties. 
c. Periodic review. The department of information technology and telecommunications, or such other office or agency designated by the mayor, shall review such minimum practices no less than annually and update such minimum practices by rule as necessary.  
d. Report. No later than 2 years and every two years thereafter following the adoption of the rules required by subdivision b of this section, the department of information technology and telecommunications, or such other office or agency designated by the mayor, shall publish on its website, and submit to the mayor and the speaker of the council, a report on compliance with and review of such minimum practices. Such report shall include, at a minimum:
1. For each agency that developed, procured, deployed, or used public-impacting artificial intelligence during the applicable reporting period, the steps the agency took to comply with the minimum practices established pursuant to subdivision b of this section; and 
2. A description of the review conducted pursuant to subdivision c of this section and any updates or changes made to such minimum practices on the basis of such review. 
§ 2. This local law takes effect immediately. 
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Int. No. 1024

By Council Members Gutiérrez, Menin, Restler, Hanif, Brewer and Williams

..Title
A Local Law to amend the administrative code of the city of New York, in relation to requiring a centralized list of artificial intelligence tools approved to be used by agencies
..Body

Be it enacted by the Council as follows:


Section 1. Subchapter 1 of chapter 1 of title 3 of the administrative code of the city of New York, is amended by adding a new section § 3-119.5.1 to read as follows:
§ 3-119.5.1. Citywide list of approved artificial intelligence tools. a. Definition. As used in this section the term “artificial intelligence” shall have the meaning as set forth in subsection (3) of section 9401 of title 15 of the United States code. 
b. By February 1, 2025, the mayor, or an agency designated by the mayor, shall make publicly available on the city’s website a list of artificial intelligence tools approved by the mayor, or such designated agency, for use by agencies. The list shall include the following information: 
1. The product name for the tool or underlying commercially available artificial intelligence tool or product being used by the tool; 
2. The agency or individual who approved the tool; 
3. The date of approval and a description of the approval process; 
4. The purpose of the tool;
5. A description of the data the tool would require access to; 
6. Whether any person or company not employed by New York City would have access to the tool or the data used by the tool; and 
7. When applicable, the date when the tool was no longer deemed approved and the reason it is no longer approved.
c. The list shall be updated no less than every six months by adding any newly approved tool and indicating the end date for any tool that is no longer deemed approved. No tool shall be removed from the list.
d. An artificial intelligence tool shall not be required to be on the list in order for it to be used by an agency. 
§ 2.This local law takes effect immediately. 
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Int. No. 1099

By Council Member Powers	

A LOCAL LAW

To amend the administrative code of the city of New York, in relation to requiring reporting on the impact of algorithmic tools on city employees and changes in employment responsibilities due to algorithmic tools

Be it enacted by the Council as follows:


Section 1. Subdivision c of section 3-119.5 of the administrative code of the city of New York, as added by local law number 35 for the year 2022, is amended to read as follows: 
c. Each agency shall provide the following information about each algorithmic tool reported pursuant to subdivision b of this section:
1. The name or commercial name, and a brief description of such algorithmic tool;
2. The purpose for which the agency is using such an algorithmic tool;
3. The type of data collected or analyzed by the algorithmic tool and the source of such data; 
4. A description of how the information received from such algorithmic tool is used;
5. Whether a vendor or contractor was involved in the development or ongoing use of the algorithmic tool, a description of such involvement, and the name of such vendor or contractor when feasible; [and]
6. The month and year in which such algorithmic tool began to be used, if known; and 
7. The number of city employees, disaggregated by agency and title, whose employment status was impacted by the use of such tool, including but not limited to:
(a) The number of funded agency positions eliminated due to the use of such tool; 
(b) The number of funded agency positions for which there was a partial displacement, such as a reduction in hours of non-overtime work, due to the use of such tool; 
(c) The number of salaries reduced due to changes in responsibility due to the use of such tool;
(d) The number of salaries increased due to changes in responsibility due to the use of such tool; and 
(e) The number of city employees who were required to undertake any new trainings due to the use of such tool and a description of such trainings.
§ 2. This local law takes effect immediately. 
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