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I. Introduction
On November 10, 2021 the Committee on Technology, chaired by Council Member Robert Holden, held a hearing to consider Int. No. 1894-A, in relation to automated employment decision tools. The Committee previously heard the original version of the bill, Int. No. 1894, on November 13, 2020. More information on this legislation and materials from the previous hearing can be accessed online at https://go.usa.gov/xebhN. 

II. The Use of Artificial Intelligence and Automated Decision Systems in Hiring
Automated Decision Systems (“ADS”) and Artificial Intelligence (“AI”) are being used more to assist with evaluating their financial, physical, and mental well-being, as well as to assist employers with recruiting.[footnoteRef:1] In fact, it is not uncommon for large companies to utilize technology in the recruiting and hiring process.[footnoteRef:2] For example, Ideal, a Toronto-based startup, helped various large retailers with hiring by screening resumés, gathering information from applicants regarding their shift availability and skills via chatbot, and recommending qualified candidates.[footnoteRef:3] Some fast food franchisees use a centralized candidate screening system that the company hired a contractor to develop, which makes some algorithmic assessments of workers before their applications are ever reviewed by a manager.[footnoteRef:4] [1:  26 No. 18 Quinlan, HR Compliance Law Bulletin NL 7.]  [2:  The AI revolution is starting to impact the workplace, 2020 WL 1224050.]  [3:  Brishen Rogers, The Law and Political Economy of Workplace Technological Change, 55 HARV. C.R.-C.L. L. REV. 531, 564 (2020) (citing Charging Parties' Post-Hearing Brief in Opposition to Proposed Settlement Agreements at 15-16, McDonald's USA LLC et al. and Fast Food Workers Committee and SEIU et al., National Labor Relations Board Cases 02-CA-093893 et al., & 04-CA-125567 et al. (Apr. 27, 2018)).]  [4:  Brishen Rogers, The Law and Political Economy of Workplace Technological Change, 55 HARV. C.R.-C.L. L. REV. 531, 564 (2020) (citing Charging Parties' Post-Hearing Brief in Opposition to Proposed Settlement Agreements at 15-16, McDonald's USA LLC et al. and Fast Food Workers Committee and SEIU et al., National Labor Relations Board Cases 02-CA-093893 et al., & 04-CA-125567 et al. (Apr. 27, 2018)).] 

This artificial intelligence technology can be used in a variety of ways, from scanning a candidate’s online presence to analyzing video interviews for the purpose of evaluating a candidate’s behaviors and mannerisms, using the technology to evaluate whether a candidate is suited for the position.[footnoteRef:5] This technology can also be used to quickly evaluate resumes, scanning them for key words and pulling the most qualified candidates based on various metrics like work experience and education.[footnoteRef:6] Although there are flaws with the AI systems, such as potentially recommending an unqualified candidate, the AI tools are appealing because they can review applications more quickly than humans, and given the nature of AI, these tools can “learn” from their mistakes and improve their functions.[footnoteRef:7] [5:  The AI revolution is starting to impact the workplace, 2020 WL 1224050.]  [6:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 37.]  [7:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020, AT 36, 37.] 

A number of companies producing AI recruitment and screening technology claim that their products are capable of reliably extrapolating personality traits and predicting social outcomes such as job performance.[footnoteRef:8] However, their methods of “analysis” often involve questionable assessments of observable physical factors.[footnoteRef:9] Such algorithmic hiring products merit skepticism in any application, and recent studies suggest that they might systematically disadvantage applicants with disabilities because they present differently than the majority of a company’s applicants or employees.[footnoteRef:10] [8:  Rebecca Heilweil, Artificial Intelligence Will Help Determine If You Get Your Next Job, RECODE, Dec. 12, 2019, https://www.vox.com/recode/2019/12/12/20993665/artificial-intelligence-ai-job-screen. ]  [9:  See Arvind Narayanan, Presentation: How to Recognize AI Snake Oil, https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-AIsnakeoil.pdf ]  [10:  Remarks of Commissioner Rebecca Kelly Slaughter Algorithms and Economic Justice UCLA School of Law January 24, 2020, https://www.ftc.gov/system/files/documents/public_statements/1564883/remarks_of_commissioner_rebecca_kelly_slaughter_on_algorithmic_and_economic_justice_01-24-2020.pdf. (citing see Anhong Guo et al., “Toward Fairness in AI For People With Disabilities: A Research Roadmap,” 4 (arXiv: 1907.02227, 2019), https://arxiv.org/abs/1907.02227; Jim Fruchterman & Joan Melllea, Expanding Employment Success for People with Disabilities 3 (2018), https://benetech.org/wp-content/uploads/2018/11/Tech-and-DisabilityEmployment-Report-November-2018.pdf).] 

The promise of AI in hiring is for faster and better matches of candidates to positions. The other hope and promise is that companies can use this technology to help limit implicit bias in the hiring process.[footnoteRef:11] While “some suggest that the use of ADS could remove human bias from the hiring equation, while others raise concerns regarding the potential for bias within the algorithms used by this technology.”[footnoteRef:12] [11:  Natalie A. Pierce, Tiana R. Harding, The Implications and Use of Artificial Intelligence in Recruitment and Hiring, ORANGE COUNTY LAW., FEBRUARY 2020. ]  [12:  The AI revolution is starting to impact the workplace, 2020 WL 1224050.] 

Additionally, automated searches are only as good as their underlying data and programming, with past scholars documenting how this setup can and has reproduced various forms of bias within labor markets. For instance, an algorithm that sees workers tending to stay in jobs longer if they live near a worksite may use this information to exclude ethnic or minority workers at a disproportionate rate based on housing segregation patterns.[footnoteRef:13]  [13:  Brishen Rogers, The Law and Political Economy of Workplace Technological Change, 55 HARV. C.R.-C.L. L. REV. 531, 564–65 (2020).] 

Therefore, while these technologies introduce valuable efficiencies, there are still concerns regarding how these technologies contribute to incidents of discrimination and harm.
III. 	Legislative Analysis of Int. No. 1894-A
This bill would require that an employer or an employment agency conduct a bias audit on an automated employment decision tool no more than one year prior to any use of such tool for an employment decision. A summary of the results of such bias audit would be required to be made publicly available on the website of the employer, or employment agency, prior to such use. The bill would also require that candidates or employees that reside in the city be notified no less than 10 days in advance about the use of such tool in any forthcoming assessment or evaluation for hire or promotion, as well as, be notified about the job qualifications and characteristics that will be used by the automated employment decision tool. Such candidates or employees would also be permitted to request certain additional information about such tool. Any person that violates the provisions of the bill would be subject to a civil penalty.
The bill would take effect on January 1, 2023. 
VI. Update 
On Wednesday, November 10, 2021, the Committee adopted Int. No. 1894-A by a vote of four in the affirmative, one in the negative, and zero abstentions.
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Int. No. 1894-A

By Council Members Cumbo, Ampry-Samuel, Rosenthal, Cornegy, Kallos, Adams, Louis, Chin, Cabrera, Rose, Gibson, Brannan, Rivera, Levine, Ayala, Miller, and Levin

A Local Law to amend the administrative code of the city of New York, in relation to automated employment decision tools

Be it enacted by the Council as follows:
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Section 1. Chapter 5 of title 20 of the administrative code of the city of New York is amended by adding a new subchapter 25 to read as follows:
Subchapter 25
Automated Employment Decision Tools
§ 20-870 Definitions. For the purposes of this subchapter, the following terms have the following meanings:
Automated employment decision tool. The term “automated employment decision tool” means any computational process, derived from machine learning, statistical modeling, data analytics, or artificial intelligence, that issues simplified output, including a score, classification, or recommendation, that is used to substantially assist or replace discretionary decision making for making employment decisions that impact natural persons. The term “automated employment decision tool” does not include a tool that does not automate, support, substantially assist or replace discretionary decision-making processes and that does not materially impact natural persons, including, but not limited to, a junk email filter, firewall, antivirus software, calculator, spreadsheet, database, data set, or other compilation of data.
Bias audit. The term “bias audit” means an impartial evaluation by an independent auditor. Such bias audit shall include but not be limited to the testing of an automated employment decision tool to assess the tool’s disparate impact on persons of any component 1 category required to be reported by employers pursuant to subsection (c) of section 2000e-8 of title 42 of the United States code as specified in part 1602.7 of title 29 of the code of federal regulations.
Employment decision. The term “employment decision” means to screen candidates for employment or employees for promotion within the city.
§ 20-871 Requirements for automated employment decision tools. a. In the city, it shall be unlawful for an employer or an employment agency to use an automated employment decision tool to screen a candidate or employee for an employment decision unless:
1. Such tool has been the subject of a bias audit conducted no more than one year prior to the use of such tool; and
2. A summary of the results of the most recent bias audit of such tool as well as the distribution date of the tool to which such audit applies has been made publicly available on the website of the employer or employment agency prior to the use of such tool.
b. Notices required. In the city, any employer or employment agency that uses an automated employment decision tool to screen an employee or a candidate who has applied for a position for an employment decision shall notify each such employee or candidate who resides in the city of the following:
1. That an automated employment decision tool will be used in connection with the assessment or evaluation of such employee or candidate that resides in the city. Such notice shall be made no less than ten business days before such use and allow a candidate to request an alternative selection process or accommodation;
2. The job qualifications and characteristics that such automated employment decision tool will use in the assessment of such candidate or employee. Such notice shall be made no less than 10 business days before such use; and
3. If not disclosed on the employer or employment agency’s website, information about the type of data collected for the automated employment decision tool, the source of such data and the employer or employment agency’s data retention policy shall be available upon written request by a candidate or employee.  Such information shall be provided within 30 days of the written request. Information pursuant to this section shall not be disclosed where such disclosure would violate local, state, or federal law, or interfere with a law enforcement investigation. 
§ 20-872 Penalties. a. Any person that violates any provision of this subchapter or any rule promulgated pursuant to this subchapter is liable for a civil penalty of not more than $500 for a first violation and each additional violation occurring on the same day as the first violation, and not less than $500 nor more than $1,500 for each subsequent violation. 
b. Each day on which an automated employment decision tool is used in violation of this section shall give rise to a separate violation of subdivision a of section 20-871. 
c. Failure to provide any notice to a candidate or an employee in violation of paragraphs 1, 2 or 3 of subdivision b of section 20-871 shall constitute a separate violation. 
d. A proceeding to recover any civil penalty authorized by this subchapter is returnable to any tribunal established within the office of administrative trials and hearings or within any agency of the city designated to conduct such proceedings.
§ 20-873 Enforcement. The corporation counsel or such other persons designated by the corporation  counsel on behalf of the  department may initiate in any court of competent jurisdiction any action or proceeding that may be appropriate or necessary for correction of any violation issued pursuant this subchapter, including mandating compliance with the provisions of this chapter or such other relief as may be appropriate.
§ 20-874 Construction. The provisions of this subchapter shall not be construed to limit any right of any candidate or employee for an employment decision to bring a civil action in any court of competent jurisdiction, or to limit the authority of the commission on human rights to enforce the provisions of title 8, in accordance with law.
§ 2. This local law takes effect on January 1, 2023. 
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