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Good afternoon, Chair Vacca, and members of the Committee on Technology. My name is Don
Sunderland, and I am Deputy Commissioner for Enterprise and Solution Architecture at the Department
of Information Technology and Communications, also known as DoITT. Joining me is Craig Campbell,
Special Advisor in the Mayor’s Office of Data Analytics, known as MODA. I'm here to discuss Chair
Vacca’s legislation, Introduction 1696, a bill that would require agencies to publish the source code of
algorithms they use, and allow users to test those algorithms. This is a very timely discussion, and I
thank the Chair and this Committee for initiating it. City agencies rely on computer programs to varying
degrees to assist in targeting and delivering services to their clients, and I am happy to talk about the
broad technical processes that guide the City’s use of algorithms,

First, I'd like to provide some background to the Committee on the work my division does at DolTT.
The Enterprise and Solution Architecture division comprises a team of technical architects who help
DolTT and its sister agencies identify technology solutions to address their business needs. A relevant
example of this is the recently launched NotifyNYC app, which we assisted NYC Emergency
Management (NYCEM) in developing. DolITT’s “Insource Team,” a group that assists agencies in
managing special technology projects, was dispatched to work with NYCEM on this app starting last
year. This team includes several positions that agencies may not hire on their own for such a specialized
project, such as a technical lead, Android and iOS developers, a UX/UI designer, and more.

While our services are available to all City agencies, this does not afford us a comprehensive view of
technology across the City. Many agencies have substantial technology shops of their own, and require
no assistance from us at all. Others only need us to help them in the design or delivery of specific
features required by the total application architecture. In all cases, we strive to deliver whatever services
the agency needs to achieve its technology goal. This work provides us with broad exposure to a variety
of systems implemented by the various agencies, but agencies rely on their own subject matter experts to
devise strategies based on the goals they wish to achieve.



No matter the level of engagement, DoITT develops technical solutions to fulfill policy goals and
support business processes determined by agencies. In other words: by and large, we aren’t making
agency rules, decisions, or policy. We are providing the technology that helps agencies bring those
elements into the world and onto our streets.

This bill seeks to increase transparency in government decision-making processes, which is a laudable
goal. We understand the impetus for this legislation, and believe that this bill is an excellent way to start
the conversation. The Chair has been a great partner in our transparency efforts over the last few years,
and we are eager to work with the Committee to achieve some of the goals of this legislation in ways
that will be useful to New Yorkers.

That being said, Introduction 1696, in its current form, presents significant operational concerns that we
must address directly. '

First and foremost, there are considerable security concerns. It is the opinion of our cybersecurity
experts that publishing algorithms would generate considerable risk, providing a roadmap for bad actors
to attack crucial City systems. Those looking to cause damage could use knowledge of these algorithms
to circumvent important criteria put in place to prevent abuse of these processes. There is also
meaningful risk to the private information of New Yorkers, since providing public access to decisions
regarding individual benefits or services could provide tools for third parties to infer specific personal
information, such as economic or disability status, of persons receiving those benefits.

Second, the scope is all-encompassing. An algorithm is a set of unambiguous instructions. All software
programs use sets of unambiguous instructions to carry out their functions. In targeting all algorithms
involved in rendering decisions regarding service delivery or evaluative processes, the legislation
potentially targets every computer program in the city, which, as you could imagine, would be an
incredibly large undertaking. Almost every program supports agency operations by producing data or
interim values used to support the decision-making process of the agency—by humans or through
automation. As a result, under this legislation, City agencies would be required to divulge the inner
workings of all of their software. Aside from the sheer scope of this effort, the City’s ability to do so
would face innumerable legal and practical constraints, such as the use of software vendors’ proprietary
code or the inability to accurately identify the valid source code of many older systems.

Third, testing is not possible. Setting aside the scope issue for the moment, in most cases, the ability to
create public access to test the accuracy of the decisions being rendered would be nearly impossible.
Decisions carried out by systems are driven by highly complex states of data and other factors that that
could not be emulated for the purpose of public testing. Moreover, none of the relevant programs were
written to be free-standing, publicly usable software. DolTT and IT departments across the City would
likely have to put in an extraordinary amount of time and energy just to create a new body of software
that safely imitates the existing functionality.

Fourth, this bill comes with unintended consequences. The clear and laudable intent of the legislation
is to provide transparency around the City’s decision-making process and service delivery. But as



written, this legislation would deliver a deluge of information, the bulk of it likely unrelated to the
services or decision in which the City’s constituents are most interested, thus complicating the search for
the very information it hopes to expose. Also, providing self-service “decision testing” could empower
users to fabricate answers that will get them the response they want.

Most importantly, computers do not unilaterally make decisions. Even if it were possible to make
this information available, the code is such a small part of decision-making. Often, algorithms take
multiple sources of data and produce results that are contingent on many other contextual factors,
including policy decisions made by City employees, and often shaped by local, state, and federal law.
On the whole, algorithms supplement rather than replace the decision-making process made by City
agencies.

I would like to share areas in which the City has proactively made strides in making certain kinds of
algorithms transparent. The Mayor’s Office of Data Analytics (MODA) recently unveiled an analytics
project library, a platform that, in addition to sharing the results of MODA'’s analyses, also makes
transparent the source code for these data analytics projects. When MODA’s data scientists partner with
City agencies on advanced data analytics projects, they are almost always using Open Data exclusively,
so in these instances, publishing the intermediate steps of the analytics process would allow the public to
apply the same process elsewhere. Craig Campbell from MODA is here today to answer questions you
may have about this project.

Finally, an example taken from this project library can further explain the Administration’s position on
this legislation. Following the 2015 outbreak of Legionnaires’ Disease in the Bronx, MODA worked
with several agencies to identify and track all cooling towers in New York City. The results, in addition
to the data sources and method used to conduct this analysis are available in the project library.
However, the decision-making process in enacting policy to proactively prevent sources of Legionnaires
in the future could not be unilaterally made based solely on that analysis.

We’ve had great successes in working with this Committee to enact meaningful legislation that has had
made impactful changes in this administration’s transparency efforts. Thus, we’d like to hear more from
the Committee on the types of City decisions there is interest in making more transparent, and we can
subsequently work with our partner agencies to formulate a focused effort to elucidate the decision-
making process in those specific areas.

This concludes my prepared testimony. Thank you for the opportunity to speak, and I’m happy to
continue the discussion with the Committee.
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Introduction

Thank you for the opportunity to testify concerning what the Legal Aid
Society believes is one of the most important and concerning issues of our time—
the rise of “big data”, and the corresponding lack of transparency and
accountability that has come with it. Today, we are pleased to submit testimony on
behalf of The Legal Aid Society, which will focus on the proliferation of
algorithms in the criminal justice system and its impaét on our clients in New York
City.

While short-comings of algorithms used by tech companies and Wall Street
have become front-page news, there has been little public discussion of the dangers
posed by the algorithms now being used in virtually every aspect of the criminal
justice system. While such algorithms may not fuel catastrophes like the 2008
financial crisis, or the 2016 federal elections, their burden is being
disproportionately shouldered by our clients and their communities. These
algorithms erode the concepts of individualized justice, stand in 6pposition to
principles of equal protection, and challenge both due process and fundamental

fairness. They may result in wrongful convictions, and they undermine the
presumption of innocence. Critically, they have been largely unregulated and

hidden from public scrutiny.



We thank Chair James Vacca and the Committees on Technology for
inviting our th(?ughts on the subject. We applaud the Council for its concern about
the far reaching impact technology can have on the people of New York City,
particularly those in low-income neighborhoods and communities of color.

Since 1876, The Legal Aid Society has been committed to providing quality
legal representation to low-income New Yorkers. We are dedicated to ensuring
that no New Yorker is denied access to justice because of poverty. The Criminal
Defense Practice of The Legal Aid Society (“The Society™) is the largest defender
organization in New York City, representing a very substantial proportion of the
persons charged with crimes in New York City.

The Society has several units currently investigating the impact algorithms
and risk assessment instruments (RAIs) have on our clients. Qur Decarceration
Project, a project dedicated to bail reform and ending mass incarceration, has been
closely monitoring the growing use of RAIs in bail reform. Our DNA Unit is one
of the leading voices in the country on experimental and potentially scientifically
unsound DNA interpretation techniques in the courtroom. The Society’s Cop
Accountability Project is dedicated to improving police transparency and
accountability in New York City. The Juvenile Rights Practice is the primary

provider of legal representation for youth who are the subject of child protective



proceedings and juvenile delinquency proceedings in the Family Courts of all five

boroughs in New York City.

Greater Transparency And Accountability Is Needed Now

We support Intro #1696 which will require transparency in the development
and administration of algorithms by New York City agencies, including the New
rYork City Police Departfnent. We hope that the legislation will be expanded to
specifically address the concerns we raise in this testimony related to bail reform,
DNA, and juvenile rights.

We are deeply concerned that the government’s growing reliance on
algorithms is disproportionately harming our City’s most Vulnerable'populations.
These algorithms are often “black boxes”—meaning that how they were
constructed and how they function remain a mystery to policy-makers, government
officials, legal organizations, as well as the very people the algorithms are
impacting. Demanding full transparency is the first step toward accountability,
fairness and, perhaps most importantly, informed decision-making on whether or
not such algorithms should be used in the first place.

The “f)roducers of risk-assessment tools—even nonprofit organizations—

have not voluntarily released anonymized data and computational details to other



researchers, as is now standard in quantitative social science research.”! This lack

of transparency is the norm for algorithms and RAIs, not the exception. The failure
to open up algorithms to meaningful scrutiny erodes the concept of individualized
justice, standing in tension with basic due process and equal protection principles
that are the bedrock of our criminal justice system. “The root of the problem is that
automated criminal justice technologies are largely privately owned and sold for
profit. The developers tend to view their technologies as trade secrets.” 2

Our greatest concern is that absent accountability algorithms will proliferate,
amplifying the already existing race- and wealth-based disparities the exist in our
City. Indeed, as our testimony seeks to show, this proliferation has largely already
happened unnoticed. Algorithm’s now pervade the criminal justice system at all
levels, from policing, to delinquency proceedings in family court, to decisions for
parole, and their use in DNA and forensic science. Much of this has happened
within the past ten years, and has occurred with little public criticism or
accountability.

The City Council now has the opportunity to permanently correct that.
Algorithms are only as good as the data used to construct them—a significant

hurdle for a City whose race- and wealth-based disparities pervade every level of

' Laurel Eckhouse, Big Data May be Reinforcing Racial Bias in the Criminal Justice System, Wash. Post (February
10, 2017).

2 Rebecca Wexler, When a Computer Program Keeps You in Jail, N.Y. Times (June 13, 2017), available

at https://www.nytimes.com/2017/06/13/opinion/how-computers-are-harming-criminal-justice.html




society. As long as algorithms rely 6n data from a society divided along racial and
socio-economic lines they will inevitably cause outsized harm to our most
vulnerable populations. Careful vetting, transparency, and a robust and open peer
review process will work to minimize those harms, even if they cannot be fully
eradicated. Minimally, it will give the public and organizations like Legal Aid
more detailed information so that these algorifhnis can be scrutinized for
constitutional and human rights violations. Now is the time for the City Council to
act to pass comprehensive reform that will open up algorithms to real public
scrutiny and accountability. Failure to do so risks further entrenching what Mayor
DeBlasio has referred to as New York’s “Tale of Two Cities.”

% ok %

Bail Reform and Pretrial Justice

Algorithms, used in RAIs, have become a fundamental component to the
bail reform movement, and their adoption raises a number of concerns for the fair
administration of justice in New York City. Any potential problems with RAls are
particularly acute in the preconviction context—where they will be used on
presumptively innocent people not yet convicted of a crime. The passage of this
bill is necessary to secure the full transparency required to properly vet these RAIs.
Litigation in Wisconsin has already proven that without legislative oversight the

companies pushing RAIs for use in the criminal justice system will not permit



individuals or their attorneys access to the data our source code needed to properiy
challenged the RAI3

Beyond fundamental transparency issues, the use of RAIs implicates
constitutional protections requiring the accused be provided with sufficient due
process safeguards, as well as equal protection under the law. It is for these
reasons that remain firmly opposed to the use of RAIs to predict “dangerousness”
in bail determinations, a possible component of a statewide legislative fix. As part
of our testimony we are submitting a more thorough policy statement detailing
these concerns in more depth. While the letter focuses on the implementation of
“dangerousness” RAIs in pretrial justice, it provides important context to the
concerns we are expressing in testimony today (Attached as Exhibit A).

We would also like to provide the City Council with background on the
RAIs being used in New York City. Currently, there are already two RAIs in used
in pretrial release in New York City. Both of them raise concerns that should
prompt City Council action to demand more transparency.

The RAls were developed in New York City by the Criminal Justice Agency

(CJA). The first has been in use since 2001. New York City uses a RAI to predict

3 In Wisconsin v. Loomis, 881 N.W.2d 749 (Wis. 2016), 137 S. Ct. 1240 (Mar. 6, 2017), “[t]he court of appeals
certified the specific question of whether the use of a COMPAS risk assessment at sentencing “violates a defendant's
right to due process, either because the proprietary nature of COMPAS prevents defendants from challenging the
COMPAS assessment's scientific validity, or because COMPAS assessments take gender into account.” Loomis, 371
Wis.2d. at 243, The court rejected the appellant’s demand that COMPAS release their data and source code for
review.



failure to appear—it is run on every person accused of a crime and arraigned in a
criminal court. To our knowledge, the tool has never been independently studied or
verified, and anonymized data and source code have not been released to
independent third parties. It is currently administered by the CJA through an
interview that occurs before every arraignment.*

The tool gives judges one of three recommendations about someone's
likelihood of returning to court. The Mayor’s Office of Criminal Justice (MOCJ)
and CJA have openly admitted the tool is out of date and ineffective.’ For the past
few years MOCJ has worked with CJA to redevelop the tool, but late last year the
redevelopment process was terminated. In September, MOCJ and CJA conducted a
forum at New York School of Law, that Legal Aid attended, in which they
discussed the development of a new risk assessment tool to be unveiled in late
2018 or early 2019.5 The City has contracted with the data scientist’s Marie Van
Nostrand and Jens Ludwig to help develop this new tool. The current tool will
continue to be used in the interim.

Legal Aid has raised several concerns about the current RAI, and we believe
it is likely biased against our clients. Scoring categories include warrant history,

whether or not someone is employed, and whether or not someone has a working

* CJA does conduct its own internal studies which are available to the public on their website:
http://www.nvcja.org/. We have not asked for the data or information related to the construction of this RAI
3 http://blogs.law.nyu.edu/docket/events/redesigning-new-york-citys-pretrial-risk-assessment-and-recommendation-

system/31861/
61d.




telephone number. Reliance on these categories undoubtedly discriminates against
the poor. Warrant history is so broad that a warrant from twenty years ago means
our clients will not be recommended for release—even if that person returned to
court voluntarily the following day. Given that over-policed communities of color
are more likely to cycle through the system, we must accept that they are also more
likely to accumulate a warrant, disproportionately deeming them higher-risk.

The RAI is also an example of how RAIs are not scientific, but creatures of
policy. The tool tells judges that people are "recommended for ROR" or "not
recommended for release." These labels are arbitrary constructs, written by the
designers of the tool. This is also true of the cutoffs for the individual risk
categories. People who are recommended for ROR are statistically 91% not likely
to miss court. People who are not recommended are 76% likely to make all of their
court dates. Why developers choose those specific cutoffs, and those specific labels
is unclear, but it has nothing to do with science. The developers could have just as
easily showed the raw statistical probabilities to judges instead of settling on the
arbitrary labels.

In April, 2016, Mayor de Blasio announced a $17.8 million dollar
supervised release program utilizing an RAI’ Since March 2017, MOCJ has used

that RAI to screen people who have had bail set for eligibility in the Supervised

7 http://www1.nyc.gov/office-of-the-mayor/news/336-16/mayor-de-blasio-citywide-rollout- 1 7:—8-milli0n-bail-
alternative-program




Release Program- which is limited to 3,000 spaces.® The tool purports to predict
whether someone is likely to reoffend, and was constructed using data from
2009—the height of stop and frisk policing in New York City. While race is not
explicitly considered by the tool, age is, and we feel the tool undoubtedly screens
young people of color as a higher risk than their white counterparts

While the Supervised Release Program has been beneficial to a number of
clients who would otherwise been detained on Rikers Island, Legal Aid, Brooklyn
Defender Services, and the Bronx Defenders were all sufficiently concerned about
biases in the RAI that we requested the anonymized data and source code from
CJA and the Department of Criminal Justice Services. Those organizations, with
the assistance of MOC]J, were willing to turn over the data to us, which we expect
will occur within the next few weeks. The process has taken over a year, and
without our insistence it is unlikely the data would have been released so the RAI
could be independently reviewed.

There evidence to support our concerns about the Supervised Release RAI-
the RAI weights age at the time of offense the most heavily. If you are between 16-
19 at the time of the offense you get six risk points- more than any other category.

We believe the tool routinely excludes young people from Supervised Release who

8 http://www.wnyc.org/story/instead-bail-city-tries-releasing-more-defendants-supervision/
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should otherwise be eligible, and we believe this is due in part to discriminatory
policing tactics in the underlying data set.

Additionally, the RAI relies primarily on static factors—such as warrants in
the past four years, drug convictions in the last nine years and misdemeanor
convictions in the last year. Again, we believe that over-policed communities will
disproportionately be scored high risk by the RAI. Over-policing means that poor
communities of color are overrepresented in the data set, with more frequent
contact with the criminal justice system.

The only factor that is not static is the "report fulltime activity" factor.
Again, for someone who is unemployed or not in school, the tool suggests they are
higher risk and it may make them ineligible for release to the programming and
destined for Rikers Island—a particular concerns for the residents of the City

plagued by high unemployment and low-rates of high school or college attendance.

sk ok sk

DNA Analysis and Wrongful Convictions

Year after year we learn that innocent people have spent decades in jail
based on faulty hair comparisons, bite mark analyses, and arson investigations—
what history has no‘w shown to be junk science. Courtroom have proven ill-
equipped to stand guard against bad forensic sciences, and there is little public or

scientific oversight that regulates their use. This bill provides much needed
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accountability in the absence of more robust regulation from courts or the scientific
community itself. Its adoption will act as a barrier to wrongful convictions, and
will help ensure the fair and impartial administration of justice in New York City.

The DNA Unit of The Legal Aid Society has noted with concern the
increased the incréased use of closed-source, proprietary software based on
complex algorithms in DNA interpretation. The Legal Aid Society established a
DNA Unit in 2013 in an effort to train lawyers in the use of DNA evidence and to
challengé the use of experimental and potentially scientifically unsound DNA
interpretation techniques in the courtroom. Attorneys in the DNA Unit won the
only Frye hearing in the country to preclude the use of an algorithm-based DNA
interpretation software: the new York City Office of the Chief Medical Examiner’s
(OCME) Forensic Statistical Tool.

FST is a ‘probabilistic genotyping program.’ It is designed to interpret
complex DNA mixtures that would otherwise be uninterpretable. In practice, an
OCME analyst Would put into a report or testify as to FST results supporting the
inclusion of a suspect in a DNA mixture. However, the analysts issuing the reports
or testifying on the witness stand had no idea how the FST calculations were
actually performed. There was no way to verify the soundness of FST’s

conclusions,
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The defense bar repeatedly sought the FST source code in order to consult
with an expert regarding how the FST performs its mysterious calculations. In
state court, we lost every time to the city prosecutors and OCME who vociferously
opposed our efforts to obtain this code. The finer details on how FST operated
rémained in the dark.

Last year, Judge Valerie Caproni ordered the OCME to turn over their
source code to the Federal Defenders of New York. The OCME has used FST on
cases since 2011. The Federal Defenders were the first organization in over five
years to get its hands on FST’s instructions. They hired an éxpert named Nathaniel
Adams from Forensic Bioinformatics to review the source code.

Adams found that FST was performing calculations differently than OCME
described in court, differently from what OCME described to the New York State
Commission on Forensic Science and differently from what OCME described in
their two scientific journal publications. However, Adams was prevented by a
court order from revealing the specifics of what he saw in the code.

At this point, FST had been used on thousands of cases. People plead guilty
based on FST results. People lost at trial based on FST results. People went to
prison because of FST. We renewed our fight in state court to obtain the source
code to FST. We needed to know how bad the problem was. OCME and the New

York City prosecutors continued to fight against us in court. However, OCME
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employees admitted that there was an error in the FST code, albeit a different one
than described by Adams, and that the FST code had been changed.

Along with the Federal Defenders we filed a complaint to the New York
Inspector General asking for an investigation into the changes to FST, among other
concerns. The New York Times and even international press agencies reported on
this story.” It was not until the press became involved that OCME agreed to allow
FST, a product made with tax payer money, become transparent by releasing its
source code. We are hopeful that the entire code will be released and all versions
of FST will be available so that we can have it examined to determine whether it
reliably implemented OCME’s models.

As of early 2017, FST was being phased out and replaced with a commercial
program to interpret DNA mixtures called STRmix. Unfortunately, STRmix is
also closed source and has itself had two verified coding errors that resulted in
miscalculations.'” The problem with closed source is not limited to searching for
errors. It has to do with subjectivity. Different DNA mixture interpretation

software programs are getting different answers in the same case. As one of the

? https://mobile.nytimes.com/2017/09/04/nyregion/dna-analysis-evidence-new-york-disputed-
techniques.htm!?referer=https://www.google.com/

1O R. v. Pfennig, SASC 171, 62-63 (Sup. Ct. S. Australia, 2016)
https://johnbuckleton.files.wordpress.com/2016/08/r-v-pfennig-judgement-11-nov-2016.pdf
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STRmix designers stated, these programs “contain elements of subjectivity
programmed into them.”!!

One of the few scientific studies performed to compare different DNA
interpretation software programs found startling results.'?> The study used three
different probabilistic genotyping programs to analyze five crime scene DNA
samples. For one sample, two of the three programs calculated inconclusive
likelihood ratios of 1.20 and 1.29. The third program, however, reported an
inclusionary statistic of 109 trillion. For a second set of samples, two programs
again reported exclusionary likelihood ratios in the hundreds — arguably in an
inconclusive range. The third program, however, reported an inclusionary
likelihood ratio in the hundred millions. For a third item, all three programs
reported inclusionary likelihood ratios: 900 million, 1 billion or 5 hundred
quintillion. The greatest likelihood ratio was a trillion times larger than the
smallest likelihood ratio.

One of STRmix’s first cases in the United States involved a homicide in
upstate New York. The prosecution sent a DNA mixture to be analyzed using a
program called TrueAllele. TrueAllele reported that there was no statistical

support for including the suspect. The prosecutor in that case then requested the

sample be reanalyzed by STRmix and, depending on how its settings were set, got

1 https://johnbuckleton.files. wordpress.com/2016/09/dna-evidence-in-ny-v-oral-hillary-i2.pdf
2 Paolo Garofano, et al., An alternative application of the consensus method to DNA typing interpretation for Low
Template-DNA mixtures, Forensic Science International: Genetics Supplement Series 5 (2015) 422-424.
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an inclusion. Ultimately, the accused had the benefit of a defense team well versed
in DNA issues. Fortunately, the STRmix results were precluded—an unlikely
outcome for many presumptively innocent individuals faced with problematic
forensic science.

Leading scientists have raised the alarm about these probabilistic genotyping
programs. Two researchers at the National Institute of Standards and Technology
published a paper just last week arguing that the use of probabilistic genotyping
programs in the interpretation of complex DNA mixtures “risks allowing personal

preference to creep into expert testimony and potentially distorts evidence for a

jury.”!?

In 2016, a report published by the President’s Council of Advisors on Science and
Technology concluded that the forensic science community had yet to establish the
scientific validity of these probabilistic genotyping methods or the reliability of the
software. They noted in particular that results differed depending on the type of
software being used.'*

And yet, this software has already been used in thousands of cases in New
York City and will be used in every DNA case in the future at the OCME. The

only way for this city to ensure that questionable forensic science stay out of our

13 https://www.nist.gov/news-events/news/2017/10/nist-experts-urge-cautiob-use -courtroom-evidence-presentation-
method
https://obamawhitehouse.archives.gov/sites/default/files/microsites/ostp/PCAST/pcast_forensic science report fi

nal.pdf
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courts is to require all city agencies to use open source forensic software. This
should be a procurement requirement. Science must be open to scrutiny. Ifis not,
the city will be welcoming more wrongful convictions within the five boroughs.

Aok %k

Predictive Policing

For‘the same reasons we know risk assessments do not successfully predict
future re-arrest or flight, they do not work to predict future crime trends. We do not
live in “Minority Report”,. and police-created data should only be analyzéd to tell
us about police practices, not community behavior. At greatest risk of abuse by
predictive policing algorithms are communities of color, who have been the long
target of disproportionate stop and frisk policing tactics, and have long been over-
policed.

An excellent study of the problems with predictive policing was done by the
Human Rights Data Analysis Group.'s This group compared a public health d;elta
on drug use with data for drug arrests created by the Oakland Police Department.
The police data showed that drug use was concentrated in a few already heavily
policed neighborhoods, while the public health data showed drug use to be

widespread and equivalent across races. The study simulated the effects of using

1 Lum, Kristian, and William Isaac. “To Predict and Serve?” Significance 13, no. 5 (October 2016): 14-19:
doi:10.1111/.1740-9713.2016.00960.x.
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police data with the popular PredPol predictive policing algorithm.'® They found
that the software increased the disproportionate allocation of officers to poor and
minority communities of color. Specifically, the use of predictive policing would
increase the targeting of black individuals to twice the rate of white individuals and
concentrate police in low-income communities. Research conducted by Bernard
Harcourt found similar effects and highlighted the detrimental collateral
consequences that occur when police target specific communities.”!”

Pilot programs of predictive policihg have also been proven to be
ineffective. Predictive policing software was used in to create a “Strategic
Subjects List” of individuals allegedly at a higher risk of gun violence. Results
actually found that these individuals were not, in fact, at a higher risk for gun
violence. Instead, being put on the list increased their chances of being arrested for
a shooting due to the increased police surveillance.!®

Another predictive policing pilot in Chicago found that the program had no
reduction in crime and the software functioned essentially as hot spot maps.!?

Specified studies as well as aggregated reports prove time and again that predictive

15 1d.

17 Bernard E. Harcourt, “Against Prediction: Sentencing, Policing, and Punishing in an Actuarial Age,” p. 28 (2005)
18 Jessica Saunders, Priscillia Hunt, and John S. Hollywood, “Predictions Put into Practice: A Quasi-Experimental
Evaluation of Chicago’s Predictive Policing Pilot,” Journal of Experimental Criminology 12, no. 3 (September 1,
2016).

1 Hunt, Priscilla, Jessica M. Saunders, and John S. Hollywood, “Evaluation of the Shreveport Predictive Policing
Experiment,” Santa Monica, CA: RAND Corporation (2014).
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policing tools reveal more about policing practices and their disproportionate effect
on communities of color instead of actual crime rates.

The disproportionate use of policing against communities of color results in
families being broken down, communities being disrupted, employment and
education pursuits being halted. It creates a self-fulfilling prophecy by lending
credence to the exaggerated myth and stereotype among law enforcement officers

of the criminality of the targeted group.

ook

Juvenile Representation Project—Delinquency Proceedings in Family Court

There are multiple algorithms being used to assess children in juvenile
delinquency proceedings that span from the very beginning of the case to its final
phases. Each raises separate concerns, but all would benefit from additional
oversight and transparency. Approximately 90% of petitioned children in family
court are either black or Hispanic.?’ They are also predominately male. Algorithms
that have not been properly vetted or validated risk disproportionately over-
classifying these populations as higher-risk than their white counterparts.

These algorithms take the form of RAIs—the first is completed by
probation and attached to the delinquency petition. The RAI was developed by the

Vera Institute for Justice specifically for use in New York City, and it is used at the

20 https://storage.googleapis.com/vera-web-assets/downloads/Publications/juvenile-detention-reform-in-new-york-
city-measuring-risk-through-research/legacy downloads/RAl-report-v7.pdf
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initial appearance to determine if the child is low/med/high risk under the statutory
criteria—which permit consideration of risk of re-arrest aﬁd likelihood of failure to
appear.?!

Problematically, one of the factors that increases risk is less than 30% school
attendance—a likely proxy for poverty. This factor was not initially included in the
construction of the tool because, while a strong high school attendance record did
indicate a decrease in risk generally, low rates of school attendance had no real
correlation to either of the statutory criteria in the statute. Instead, various
institutional players who felt strongly about including this factor made a policy

choice. Vera has also noted that push back from decision makers has required them
to amend the RAI to include charge severity—something that data scientists
initially left out of the tools construction.?> Consequently, the instrument is flawed,
and the assessment of risk level is not as accurate as it should be. Mandated
transparency and rigorous dversight would hopefully correct such flaws.

Additionally, when preparing the investigation and report for disposition,
pfobation uses a proprietary algorithm that was developed by a for-profit company
called the Youth Level Service/Case Management Inventory tool (YLS/CMI). The
instrument is used to assess risks and needs, and relies heavily on client interviews

and subjective criteria. For example, the tool includes several categories for

2 4.
2 1d.
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“leisure and recreation” and “attitudes and orientation.”?* The manual, data,
scoring and weights for the tool are not readily available, and we are not aware of
any third party or independent research on the efficacy of the tool. Needless to say,
the tool has proven to be tool has proved to be less than reliable given the large
amount of subjective criteria involved in the assessment process.

There are three other risk assessments in use. First, when placement is
recommended by probation, a “Placement Recommendation Tool” is used. This
often delays the commencement of placement even when there is agreement
among all parties and the court as to the level of placement that will be
ordered. Additionally, it is unclear whether the enumerated factors are based upon
research as to what the appropriate level of placement should be. Second,
sometimes the prosecutors will also seek a specific risk assessment for children
found to have committed sex offenses. Third, if a cases involving fire-setting,
sometimes the Fire Marshall is asked to conduct a risk assessment. This is not
frequent, and more investigation is needed.

ko

Parole and Probation: COMPAS in New York

The COMPAS RAI is used in a variety of forums in New York. Upstate

counties use COMPAS as part of their pre-sentence investigations, and DOCCS

2 hittps://ardhs.sharepointsite.net/DY SSD/Staff%20Development%20Materials/Y LS%20TOT%20resources/YLS-
CMI%20training%20powerpoint.ppt
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uses COMPAS for parole hearings. The City Council should be concerned given
the large number of New York City resident’s serving time in upstate correctional .
facilities and may have parole outcomes dictated by the tool’s use.

The problems with COMPAS are best detailed in ProPublica’s widely read
and well-researched piece “Machine Bias.”?* As previously mentioned in this
testimony, COMPAS has not released its data or any proprietary information so
that the tool can be independently verified. These concerns can be understood best
by reading the Loomis decision from Wisconsin.

Of additional concern to Legal Aid is the tools reliance on subjective
questioning that likely acts as a proxy for racial discrimination. For example, the
tool asks such questions as “was one of your parents ever sent to jail?”, “how often
did you fight at school?” and “does a hungry person have the right to steal?”

Aok

The Sex Offender Registration Act RAI

Any individual convicted of an eligible offense under the Sex Offender
Registration Act is subject to scoring by the SORA RAI. The RAI is junk science,
and has been widely criticized—most notably by Manhattan Supreme Court Justice
Daniel Convisor in People v. McFarland, 958 N.Y.S. 2d 309 (2010). Convisor

notes that the RAI is not valid, has never been validated, and “is simply arbitrary.”

24 https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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The court also notes that the RAI scoring parameters “can produce patently
irrational results.” Those seeking more information can find it on the Division of
Criminal Justice Services website.?

While it is not clear that legislation in New York City can regulate the
SORA or COMPAS RAI’s, we wanted to provide notice and background that they
were being uséd on vulnerable New York City populations, a concern that the City

Council should seek to address in whatever capacity possible.

2 http://www.criminaljustice.ny.gov/nsor/risk_levels.htm
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" Introduction
- 'The special eappornvur on hmlsmg, to the United

Nativns Commission on Human~Rrg|1:s coucluded

. that projects which raze pooe and minority neighbour-

hoods such s Olympics venues sports arenas, luxury

" housing, and conuneegial ceares closely tesemble

athnic ckansing {United Narions, 1993) The United
States has u long history of Tevelling minoriy neigh-
bouthoods whick came In midny Torow: pee-Secoud

" World War discrimination by the financial industry

meant residents of Alfricai-American neighbourhuods

* could not get orrgages and could nof ohiain Toans

to. maintain their bomes (Fedlining’) {Hillice, 2003}
post-war urban reneval, which became known as
Negro removal' (Sehwarte, 1993) planved shrinkage

" i the 1970s tageted poor, racially segregated neigh-

bourhowmls for extregte cedurtiong in housing-preser-

, varion nunicipal services; and“currently a variery of

forris of gentcifiction; sorie of which involve razing
old bousing, The first” three policies depended on
close coordination of el an'd natioul gyemment.

This puper describes haw New Yock City’s INYC} fin~
fighting services were - grealy -reduced in the 1970s
plamed shrinkage. implementation. and the conse-
yuences of these reductions with respect toz loss of
howsing moventents of. popalation; disroption of
social, economis and-political functions; and deterio-
ration of public heatth and safety. “This naeracive is 4
case history of i mapaus of npzd and massive hou.s:m,

dustruction.

" Methods

Over 30 years of rw.:lrch is sumxr:.mzcd anid used [

. ereats a-detailed case bistory of policy-triggered apid

massive  housing destruction and its oficumes. A
dctalkd desesiption of the, rclcarqh methods can he
found in the authors’ published papers and books.

. Hnwmcr. some backgeaumd infarmiation is necessary.

For the studies on’ fire company :lusmgs any their

. impacrs on the adequasy of fire strvice, a simiple

mapping was made of such pheubmicna as where the
fire companies were closed, neighbiuelivods where

“busilding fires clustered over time, neighbourhood loss

of housing units and ncighhourhood loss of popu-
Yation. Fire clustering was graphed over tGme within

‘neighbouthoods, The e of indices such as an

annwl index of fire damage graphod: against yeus and
the index of underservice compated ampng neighboor-
wods illustrated the impacts. of Aire service cuts. The
application of ecosystem .analyrical | approaches

"+ included Lloyd's Index of Patchiness 16 ‘quantify fin

clumpiug {a wneasure of cunm;;mn] and "the Broken
Stick model 10 quancify camperition between neigh-

- bourhoods for fire services. Simple regressions revealed

soch associations as the eelationship Berween annual
neighboarhood fire engine worktime and the anmual

356

“uransnuitted infoctions, on howicides, diabetes de .
deadss from ‘overdoses of illegd] drogs, ciedwogis - -7

uuighb(.n.ulwod nwnber of transfers of public Kl:pol‘

- students, as an the index of migration within and

bc'twccn commuhiﬁes

Bu.mle:. hrgc quandies of fire deparrment d.un an
service cuts, e puinber of fites, firefighting worktime,
fiee fawalitivs, the tumber of fm:ﬁghnng anits sent o
individual fires and fire Agheer injucics, the authors
amassed large quantities of social, .economic-and |
public heatth datas US Censos data by neighbouchood
on population, edicational atrinnent, exreme
housing muurowdmg, the number and umdmun of
Imusmg murs, median income, poverry rate, racial
camposition, inigtations out of NYC, and vmploy-
mendunémplophent; NYC Department of Health
data by.invighbourhoud on wew vase jncidences of
wberculosis (18), acguired mlmurlc dL'ﬁczt.nq spn- .
drame {ALDS), measles, und conventional sexaally
‘aths,

duaslys, amd o ape distibutions. Although mathemat-~

ical modds were stetinies (l(.'w.‘l(lpld. 1o dluininate

1 !

the- ps berween g destraction and
social and pub{nc Eeakth changes, most of the analytical

mrthuds pénidined simple such as mapping new ease .
incisdences over tinw, geaphing uew TH cascs a;,aum s

exteone housing ovcrcmudm;,. and use of the non-

_pnr.mwmc Man-Whitney st ro see if the timber

of group fire faralities was greater in yrars after thie
reductions i’ ladder companies (which have the
spmﬁc Fanetions of rescuing people ina fices perform-
iug forcihle entey to ehe fice, vemtilation and the life-
aving ‘temoval of teapped pcnpk] than in pmvmm
years. As with tlie analyses of impacts of the cuts on

" the fire strvice.Epself, analytical techniques were har-

nessed from ™ ccmyz-ncm séience. In partivular, lves's
methol ‘of wmeasuring the potemial for amplification
of impact was modified 1o reflect a neighbourhood’s
resilience, For a ful deseription of the mudified Ives's

' -Jnlpll_ﬁcntsqp favtar, see Wallace and Wallace {2000).

Planned shrinkaga of fire service In New York
City: acase history. -

The dynamics of planned shrinkage in NYC is the
focuy of this study. The palicy was fist applied
durlng President- Richard Nixon's firse termy {1569
1973) natiunally anil the NYC Mayor Jolus Lindsay's
Administeation {late 1960smid 19705} localty. Sib-
seyuent IayOrs continued thar pohcy so that the wity
was subjected t8 municipal service withdrawals frum
poor, racially ségregated eighibouchoods from about
1969 1o the present, although the most intense period
of these service withdrawals was during the 19705 7
when (0% of-the fire coutrol units were disbanded,
neardy all froni nclghbourhmds of old, m-..nmwdmd

“hwesing with aximum hamnl of building-ro-building
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".r;;m-:l'd of fire, FDT'._('.[LT;Ii].’S‘Of':I:‘hc fire service l:uts,- son
\X_’ulla‘wc and Wal q:.tl?Si:Ia [, sqn'llmurized below.

The Lindsay Administratign aad the Rand Corpor-
ation creared an entity, The New York City-Rand
Institute, vorracred by NYC osténsibly to analyse
city agencies and, rccnmmchd policies for greater effi-
cieey. The Instituce was'por o direct governmental
agcm:v itself ancl, thirs, not aocoumab(u vither to the
citizens or to their elocred | representatives on the Ciry
Counuil, as are the mayoral agencics, The NYC-Rand
Instinute developed the policies thiat gready reduced
firefighting resonsces citywide and especially targeted
puur, racially segregated m-u;hbumimods

Before vvently clnsmg ﬁre stations, NYCRand gave

the Yire I)cpamm.nt new: ways of reducing responses |

w abims i mrgited” nelgllbourhoods Under the
L guise of réalucing - mpum.cs to false alarms, the
nunber of frefighting units {engines and ladders)
responding w alanus “as reduced . to those fron
strect alarme boxes with ‘relatively 'hq,h numbers of
[alse alanms, Indeed; diwing some times of the day,
only une cngine would be’ sene to such au alaem. At
that time, standacd. mwponse o alarns was three
engines, two ladders und o buttalion éhicf, Howevee,
- these same fire aluzm boxes werg in high Are-incidence
neighbourhoods and also had high rates of real alarms.
Adhlitionally, NYC-Rand' cecominended the insalla-
tion of whar are mnna[ly electronic telephones in
plaiz of the old.reliahld meshanical alanm huoes, bat
dcmgmd ta use dié sanie, ageing cable systen for
_voice trangmission. ‘The. person reportinga fiee on

_one-of these has to hald i detsiled conversaeion with |
the fire disparcher. before !‘reﬁ;,htm;, uriits are sent to .

the fire. This is problénatic in a cry where many resi-
dents da e spc‘ﬂc vither English oc bpaulsh and where
street moise is. s0 preat thi
‘questions often is impossible, The emstiensy resporse
system (ERSY boxes il wirdd ip series so ‘that if
._someone s usiag a bex on. thée circuit, none of che
“uther boxes ¢an -be used. Great unnccessury fice

dantage and even several fire deaths have been trced -

to vither “adaptivi response” fthe sending of fower
than a standacd mimiber of tnits ko an alarm) and 1o
problems with the ERS boxes. In 1976 duting the
- pre-Cheistnas holiday shopping perind, ore than
ton people died irea Grein 4 Fulion Strect, Brooklyn,
store. The persou trying to report the fire did oot recog-
nize the ERS boxes s alacm boxes and ran seacching
far an old-fashioned mechanical hox. Some of dhe
deaths were atributed to- thc ddny in alurting the fir.
service.
\‘i-'hm the reductions iu (hc uumhr of Rrehghting ursits
occuteed, beginning in 1972, the reduced . seevice w0

 poort, dcnscly packed neighhonthoods of old over-

cruwvded housing was already manifest, Tuble 1 lists
the fire corpany cuts for 1972-1991. Further cuts

" Table1, Fire company dosigs, 1972~ 1987

" Manhatan - anu'Enﬂsldu' 4

' _anxSou!h Bronx® . . 7{trestored) -

it hearing the dispatcher's-

: ﬂcsghbou:hoods or by dlmmahun mmn:l, A

. damage index 03’0 . peak, assuming the shape of 2
“hound’s toot}

"ch:ugh R.ighhoml\md Numbcrnl'rﬁrrmod N o

campanies

"Lows WestSids 3 [2resiorad)

Fiessqure 1 SR
“Upper West Side 2 el
 Badamt 3
Bookdm | Brownsilie* 6
T Badiord: . - 2 ‘ .
B - Stuyvesant* e
Crovn Helghts 1 [
 Nodh® IR
: Groerpoit 2(trestorad)
‘RorkSlopa © . 2(1restored)
'_n:&l-bok‘ 1

BrookhnHelghts 1

" Gty fetand . Aestored)

Cubone ™" * Fhuting . * 1
: g 1
‘2
1
‘1
m" R PR ek .
'ﬂnmlhncmndmsmpcmdim

‘were madc in- 2[)04 ‘This later cer mvnlvcci smailcr - o

funibers-than those in the 1970s when typically over
# doren ficefighting units would be removed from
moor :mghbonrhoods vither, I:y noving to wmhhlcr-

Bmldmg n NYC had lmcn. caalnuug since :'Iu- -
1960s°as fhe popuh:mn ineréased In poor neighbouwr- .
hoods and as the lmuslng aged Progmmnm thag

* improved fire-prevention

and dharincreased Arefy liting wmpmucs in these neigh-
bourhdods Ivd o great reductions in Are damage. The
companies that weetopencd for chis purpose were the
first to be removed wnder the NYC-Rand rccummcu- :
datiens: Figuee- 1 shows an anoval index of fire,
damage based ‘o the sumber of serious fices, the

nuntber of steactural fires and the hours of ﬁrtﬁg]mng. L

worktimg, Companics were opened in poor neighbour-
hoods'in 19681969, and fire danmgv began declining. &
The cmnp‘mxu were closed in the 19705, and the

(i€, o cuzrve that gises to o pmk .md
declines precip towsly), sieifas to thie peaking of an ep
deinic of conegions disease,

Information 2011.39:305-411.
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andthe mber of sedous fires .

s 'N‘JC’Rand‘s Fire Project based its rcmmmcndnnous

for fire- company closings on matherticnd models of ™
fire company respanse time. These models rested pri-

- mivarily on dle Euclidian distance between the ficchouse
- and the varisus sereet abann boxes. The fiest modéd in
. :u.sc. the Resdurce” Allocation Model, divided th.city.”

frntar vegions of seven hagaed kevels and nimied to equal-

. “ige 'eesponse s betwesn reghons of-similir hazard -

level, In fact, neighboorhoods of widely d)_ffenug real

hazged b fre incidence and of spread porential were: -
- wierged into single regions 30 that the neighbourchood
- with atrue high hazatd would suffer greatly,.but vhe L
- aburting middieceliss "one woold not, Thl. Resourée, 7
-Allgeation’ Modet was the only ove in vse for the

1972-and 1974 tounds of tuts. In 1975 and thereake,
lnth the Resqurce Allocation Model and the Firchuuse
Sitiriy Mode wereapplied 1o idéntify companies to be

particular camnpany to'be closed in the n:glon_, f lower .

response, tinié than others in it hazard class,- 1'l1ew- -
models are described in - detai! by’ Wnllacc gl
Wallsce (19980; ch: 2). Table 2 Diss some of the

assuniptions on which the models depend;. Table 3
lists the logl vasiables omitted from the nodels; and
Table 4 depcnbcs the policy changes chir inceeased
fire size of_alarni rate in 1972-1976. The muodels

were structared to ensure chat uughbnurhmds with
- the highést density of fire eompanies would Jose -

thens, This density had developed histocically to serve |
the high - popu].mrm densities and  overerowded,
ageing lmuamg The tahles dcnmnsrme thiit !hcsc
wiodeld ‘were_coripl i ¢ for designing a
systen on. uhlcll Im:s amd homes depend.

K 3 cuxs and mhcr policies char r1dzc:iliy
reduced firé control services to poor, racially sepre
gated communities were nor jusc 4 matter of savin
Honey. 'I'hr.-y were part of g policy known' as’,
pl;mncd sinka .a local iny ion of Danizl

398
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" Table2 Modetaseumptions veiaus reaily

. .r\ﬁudpﬁvn 1: Unchanging rado nflfpu of alims < .
. Retlity: - Pmchmm both citywide aod wishin'arms,

ial and social incrabitity lezd.u:o rapid

i hanges
“Modek Resuuﬂ:c Allocation Model

: Ammpmn 2: Predictable alann rates
' Rmhr{ Rates highly variable from yaarto ycu
" Model:

A ieen 3: Senvige times i

Resource Allocatian Model .
depénd izl'u:irh'uhrr and of the

stase of the system

. Reafityr  Many facsors increase service nmrs Rm:mq. of |

alien aress, fieeBghter gxb:lumen. dispacching
delays during peak periods |
Model:  Resouree Aflocation Molel -

r\uump:lml 4z Availabiliny nflmm & stable -

Reality:  Massive changes in availabilicy wuh cuts nnd with
wintable alirin zats.

Mod'fk: Rciouroic Allocation Modcl and [’iuhouw Siting

: Asiomnphion 5 Vory law pmlnh‘luy of all iy Ims} nan area
* Relity: . Even borbugh-wide unavailabitiny (all husv]

' sporadically since April 1975
Muodels: Resool:’mf Allocation Medel and I"u'ehr:lae Smng
M

Asnmpion 6: All alanms are answierdd lnru Ih: firchouse

L Rah:r Alanny ase rrgelacly aosvered from the Aed. ©

espoctally during peaks in high-alan arcas
Modrtr Rﬁnoqmt Allucation Modd and l':rchoux- SsunF

anr:k Maoynihan's ‘llemgn Nl:slecr policy. Mu)m-'

" han was President Nixon's advisor apd.- policy-makier

ou urban sffairs. *Benign Neglécr' valled for ignoriug

+ the-calls for. ht.l;: from poor African-Ambrican commu- ©

nities, segregating them and dm'mimwmn‘g them
{Newe York Thnes, 1970). Mo}mhan ungag:d inacor-

respondenga wu!l the NYC-Rand: Fire Peojeer engin- .
eers, Indeed, paets of his fathous 1970 Benign

Negleer memo were furnished by dhse engineers and

reveal o nisuse of fire statistivss all e -aléns were
labelled arson, and Muoynihan, in the meno, called
ire aleres a leading indicutor nf)cmmnuml)r pathology.-
" *Planned shrinkage' kabelfed these neighbourhoods as
dying und recommended a criage that withdrew essene

* tial services:to then so th-.::‘hm!thy neighbourhoods

tive, wiiite and mlddlc-cl.usa) <ould enjoy increased ser-
vics without uo increase in-the municipal budgee,

“Plamed shrinkage” Gilled the cole that ucban reuewsal

- bad flled before urban sencwal (:ll.m khown as
‘Negro raaval’]) became political goison and a

’_ _subject, of sennons fream pulpits nmund the ¢ity, For

details on the discrimdnatory zspecty’ of the fre.
service cuts, sve Wallace and Wallacz- {19983, ch 2}

- Tiu. nmghhourhwd restdents trivd 1o, pmmt theie

fire cofupanies and densanded mwittings with' Fire

. Department officials. The Fere Depanirment” 2lanning
. “and Opetations perseomel and thiir cu-workers from
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and death

cfmanyheating

violations
0. Moesﬂomcﬂurring jinalam oty
iF
12, Spatal anief tesvporal patiaema of fire OCCuUNENGa on the noiahl:oerrnod Iwur.e.g.ﬁadum and the

8. Aps s&rud.m o!lbepowlltlun the old and chikiren are aspenh!hiwsoepliblsmﬁm-irﬁury
h as brush fros and the uned hcshm and loves inaeas

S . affent Weht Sice werm lu inioa single'hazard region”
F— .Workloadgdlde“mfwndlugﬂwmmll -
. R ) 1. In busy aresy, fi vty wag the one ...m-l!ann.menbcsy
onsrmthlbunwﬁ ) .
2, Cornp afiecabigfreocatir manysrielores g
- a h p .uut -t k 1-- tackof.
= . (anﬂarw I.hcbulymdcgmdndmndon . o -
N : 4. inthe mi-1970s, relocation occurred malniy b ghation. (i fany inie R
rwﬂssﬂuu&lmmnmmsdlmhmmhg T

B

- Tabli4 Policy chmgea that Incessud
197210 | Loy .
1. Cloaing ormaving ianies from bigh fine-inclce
eroas - o
+ 2. Novol goney \orrs (ERS)
boxss gets almostona engine uspanse.

7 19%; reduci/on byone .hglnelnhoshndad TApOrss
8 Di:pamnmdbnwbncﬁ&lﬁnmlotwwinuwm
therahmbunmpmumb'wmlwrmhmw
N Dﬂﬁ
R cuminhsshmileulonludlomlmhﬁm )
S 40 Cutsin buiding Inepections lead b
«  unremedied -
i1 vndemmgdﬁmmamhhamnmlmuiam

. 2. Nn ﬂmhmd!onbrmpdrﬂhdmnge cmmm.tntu
Mding abardonmant

o muvnuuuumml

2, 1972~ 19H: s th rirg ghetaalanra -
¢ " 4, Buffing reduction: iva o our on siigines; 3l 1o five onled
- &Rslanceuuuunuumsmw o Y y
a0 lUndanhthdEspatd‘lmrlmd'Iayllh!mpom .

*.New Yorkand 'o_th-;':

'I‘hqr Wr:m slkncrd and dise mpawcrcul
it was s Wous éxamsple of n:chnocnc; .

In a stnse,, thc pmuf was in the puddmg The neigh- .~ S, 2
bouchoods thar -lost much of their fre service lost B
innuense propostions . of their hodsing and were afl -

- poor and Afican-Athirican, Lating o a mix of the
. wwe. Figure 2 shows: the housing and population
- losses of thie Bronx bomugh of NYC, Sotne nicighbour-

haods on the mapstascGver 50% of bath theic housing

and their popalations bctween 1970 and 1980, Such

losses also wecurred in Hurlun, East Harlen, the, .,
Lower Eust Side,. -Bm\u'lswllc, Bushwick, East . "~ ~
ml!:u- neighboushouds. L

By April 1975, an in lenced evemn began g

on a repular basis: all firefighting units & borough' |
would be out respondibg to a five and no reserve was -
left in caseof further fice alerts, Fire companics would .
have 1o be puﬁcd From-ather baronghs, reducing fire ©
peutection in, the donor !:uroughs Although the Rrst
barougls in which this comphete spending of protection
oceurred was Brooklyn, i also happened in the Bronx

amd Mashatean, By (976, the Fire Depactment tried

13 Cufs inhydrant X
"~ ofefectve bydrants

e uu-_

.. the NYC-Rund Instinare would-awive .ﬂ‘_ﬂiésc treetings -

with lots of chunts, graphs and equations; ull proving'
“that clesing these fire companies would have: no

. technical traiving, could not anéwer t.‘rus harmga* of
pstudoscience. Indeed, they muld llﬂ\' Wme it as

. tion function,”the sending of outlying companies to

-impact on fire service, The rwdmts. not having,

. When the :c!ocatwn rlmc is graphtd against toal fircs

10 keep reserves by simply rruncating service fuccher
to the high fire-inddince neighbourhoads. The reloca-

neighbouthoods whose.own comparies were all husy,
was grossly séuled back. Alarms were inadequately,
answered with too few' companies. Tired firefigheers

were sior relieved. To other . words, the fires were
allowed to birn and.cagse inuch more damage than
they -would have /it Full relocation had procecded.
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Wilaullndwil.'lu .
(). PERCENT HOUSING LOSY 1979-80
B . Lagand

--—a: to =55

[[f]-2t e

Figure?  Hiliaiog and pophiation ko6aes of Bronx heah angis.
1870-1060: (o} por cant fons of hausig In the Bron hoally ©

Arpas; und(b;parcontlcsnofhopopuman

for the engine mm[mmcs by year, rlw.nurhnrx found.:

thar, by 1978, the curye flamrened (o an asyinprore 0
that the busivst, companies ceceived less and "fess
ourside support per unit mimber of fices, ‘This tranca-
tion COIU‘llII.lLd over thc ycnzs after 1976,

The remnval of ﬁu. pmtccnou from old, vvercrowded .

iy u,hbuurhogds was prudlcublr “The nunber and size

of fires in o neighboorhood depends on the per cent of
cxteenely overcromkd housing uuits {more than 1.5

persons pec room) {Wallace and Wallaee, 1934). But

the fires do not secyr exeivly in time, They peak accond- .

iisg, o’ scason, driy.of thé week and tine of day, froni-
cally, these graphy of fires per hour by scason, day of
week anl time of day. were generated by the NYC-
Raod  Ingdiune.”

400

BB e .
@-as oD

" Afrer an “incubation” peciod of a few monihs
. fires would aceur, Thee landlu:ds\\uuldslopm.l:nt.lnb .
. jug ‘the buildings .in prepartion for ahandoinient.

L h{ur&:ﬁm would veeur due to the Iack of maintenanee,

"Muost, of tlie buildings on the hock world: becoine.

["hu'-. the analysts and the Fire ~

. Dcpan:m‘.m pianutrs knew that, durmg pcak period,”

the fice calls azise much more frequermnly, aad more,
fice companies” are sent out than would. be. indicated
by-apmal average fire enll rate or evén- seasonal:’

- average mate. In the context of the large reductions in’

the number of fire comp'uu:s specifically. in high fire-

mﬂdcmc areas, activation of afl comp

Immbnse amouns of fire damage, as a‘consequeénce of

. delayed and/or inadequate respanse to fire calls; were .

also pml:cm'h]c Adltbwese issues lad bien puiﬂlcly dis-
<cussed inthe late 19605 when new fire comprinies were
opensd in the high Bre-incidenee arcasto cup the'rising

- damagé. The eompanies were opened a5 n réyule of -

fabour arhitmation before the Publie hmploms

. Kc!.muru erd of New York 'i(.m.-

o mmcm 1970 and 1980, 250 000-300 000 huusmg
" . .umits were lost 1o the twin epidemics of fire and fand:

loed abundonmient {Steginan, 1981} Laundlord abin-
‘donment was synergistic with the fiee qndm'mu. .

: Other vesearchers have studied abandonmerit in ofler
.. ities and found that iy, like Fre; is contagious and
" Fariis a pamsue am the housing smck. Michack Dear

D analyded its grography over time i [’h:ladclphm

(Pennsylvidnin) (Dear, 1976}, and Julm Odland and
ccirwarkers cxamined Indianapolis (Indiuna} patterns

- “of bulldlm, .abandonnwm(()dland 'md Balzef, l979} .

[11NYL the tymcalmmnudum:s, the'19708 was thak
-alacge fire would mark a bluck with visibl

" destrgyed andfor deserted. This process would oceur
over. the course of Jess than a year in hafd-hie areds.

~ For oxample; the auchors mapped all’ he building

Firew In Bushwick, Brooklyn, by montk for- 1976~
1578, This iidicared thar the fire epidanicsond] b fol- .

" lowed 1\3 ploing the pumber of fives that occurred .

huster of five on a single bluck n 2 siugle rivonth
ag:unﬁt mesith, The comngmn of the'clustering onthe
maps- i “clearly evidenr as is when the clustering-
spread from one part of the comsmunity to anothér,.
noc jist from block o bleck {Wallace and Waltace,
1983), The processes of fire and abindonmeat-also
“§peead heiween bocks, Large sereches of rgerkd |
neighbourhsnds would become waseelands with dnly
Y lvw‘nccuplcd functioning buildings by the vnd of 5.
cuupfe yearsin thefuce of 2 colfing fmnt ofdmrumon.

‘rhc destrucrion® mcumd in a conagious. p.urem.
‘highly -coriceatrated foci from which, thé rolling
fronts nidgrited across the ciryseape. Indeed, the
mmlyhcnl snathematies for deseribing diseasc and
parasite-epideipics could be used on the buitding-and-

% Ul i cime -
" across o 'deeply affected bosongh was predicrable. ”
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. Flgure 3 mmﬁmmwdmmubmmwmwefmme .
196?dufw1¢-dhw-WMM adjacentareasby 1877~

- fire sysrcm w:,th lhc buxldmgﬂ as the:hosts and he fire )

as the pathiogen (Wallace 'and Wallace, 1983), Thé
uinderlying - mechanism* for this dynamic s sl

unknown, Wh.u is known' i thar arson does not play

a role until near, the end of the provess because the .
causes of the-fires in several uffected neighbourhaods’

weree examined over the course of cheir fire eprmmr.s. .

Repeated arson did not arise uaril after the epideric ~

prak. This ‘was lagely a phenomenon of vacane ™

buildings or these shandoned l\y lamlords, Indeed, it
was never . found whak 2 majoricy of bullding B, in
ang inonth it ‘dny of the neighficirhonds were caused
by arson, This, Andipg is conrrary to. the NYC-Rand
Insciture’s and’ "\.{umth (3 l:lhclhug of all fire alapms
E ‘arson’,, | L : . -

Conseq‘uén.qes of housing deétmctlon

According to the US Censiis Bureaw, about 1.3 million’ .
white peaplé Jeft New York berween 1970 and 1930,
From integviews with such conmemity leaders as -

Reverend Car? Buiz of the famous Abyssinian Baptist.
Church in Harlim, the authors vonclude thar large
nubers of middleclast  African-Americans and
Latinoé alfo moved out. The membership of Abyssi-

aian plummeted | frotn 20000 in 1970 down to abour .

5000 in the early” 19805, By 1980, e popalation of

NYC was a'hit below: 7.mitlion (down fromt abogt -

7.8 million} and would have been even lower if not
for foreign immigration. -

Within the cicy, aboiir 600 000 poor peuple migrated
berween  neighbourhoods, The schools were -in

'NETTRANSFERS
oy
rr—

‘Rgurd_Schoclirsngfersinthe HETS scipclysar .

turmoil because of the massive trunsfer of stadeuts,
" These transfers were highly associated with the fires
‘because the R? value of regressing fire engife worktime
against schools fransfers for the 1970s isover 0.9

{Wallee and Wallace, 1998, p. 70)1. I’mmusl) ;

middle¢liss umghbou.rhood; reccived 56 \any
f’.umb,m on pu!:llcamsmnt'e that these neighbourhaods

were * reclasiified as” high-welfare tvighbourhogds,

3-shows the migration -of i’ welfare pop

. 0|ﬂy the mngranou of rhc mlddlc—c]ﬂs kept housuu, '

overcrowding 1o-low levels, By 1980, high morigage

‘rates put u stop 1o the cinigeation, und housing ovér-

cmwdam, soared, By 199} a higher peroentage of
the ciey’s housing was exrremely overcrowded thian
o 1970 when the overccowding formed part of the
backeloth of the 19705 fiee epidenic, The ‘erisis in

"+ Tiow-cost housing  availability and -the ‘fesulting.
. overcrowdm}, and “doubling up of htmlms had
noldple inipacsion public health and in gencmtmb .

humclasmss. .

In su mary, the! pImxm-d shrmkng: uf the NYC Fire .
Dcparmxu: resuleeel in a cuamgum of building fires

and ackekrared: the contagion of l:md lord ah.mdon-
fiént _of bidtds A e epidemic of b loss

v cd, hlghly cnncenmm:l in poar nclghl\uurhoods -

“Figure 4 shows the schoal tbansfers For the -
. mid-1970, Figure 5 shows the. wigration ol she black ©
populauan lwtwvcn 19:0 and 1980 mlhln tlw cityi

*- Building Research & loformation 2011.39:395-411.

" Wallaceand Walisos

. Flguns Migrlﬂonoﬂhabhdcpopulaﬁm ud!iuondiru

conalsts of mmny censis tracts: sach census itect n the shadsd *

;gcl;r;r ot o odnad 2500 or more. Nrk:m-Amuduns. T
4

adjacent mnglﬂmur}xmds with the resuling .social .
digruption - occurding in both the sending aud “the
receiwzg neighboishoods. Besides hoositg m-cn:rowd-
. ing,* public health and public wrder “suffered. frix
- inymensé muhifactorial dismpeion in large riuribers 6f -
o X ' fr -hnusmg destruction rose in incideme At a-faster rate

Pfguui mmmhmmmmhim.ﬂ

+ Extrafma Housing Overcrowding
Nunb«shbmhdmlemmm cH
mmdmtnhnlnumb-roimmmhmhm
(1'70-15901

:neighbourhoods, The caw:qumcus that occureed, are

discussed below.

FB ouchreaks oceur in dét_’l:ldﬁrd cpuntrics only in-cir-
camstances of extrense disruption and publicsuffering
such as wuzfare and disaster [Youmans, 1979, p, 359).

TB flaced up in NYC, be,yumm, in 1979 when the per-

_ centage of exteenie housing ovebcrowding: rose from fts

historical low In 1973, Figure s Shows the relationship

“berween citywide extreme hoosing overcrowding and

the uumber of cases of TB, Extreme housing over-

. erawding fosces mpid gxngmission of TB within

households, A study of new TB casts arisingg inchildeen
under age five showed that the households ‘of shese
cases had an average of abour fwo persons per room
{Drcker et al., 1994}, The TB resurgritce eveutually
affected most nefghbourhoods of the city. Most neigh-
bourhoods in 1990 had a higher incidence of T8 than
in 1578 N’allncc. 1994) (F;,urc ) The eesurgence
slowed in 1993 .mtI annial Incidence began to

 deeline again.

‘[B has an capcmall;-r tragic .wyncrg;slﬁ with the human

immunodeficienwy vitus tHIVLHIV, of course, facili-

- tawes TB infecrion ‘and progressds 10 active dls{.'.w:
“because it destroys ccllular inenunity, However, TH

- facilitaves infection | with IV and’ progression 1o

AIDS because TB infection compromises the insmune
systesn in its efforts tn-isalate tle bacterium and keep

+ it from progressing. In’biological terms, this encase-

nent is mcqzr:uml.ly exipensive and requires mach of
the resources of th ingtne sysceit.

. AIDS was dm:nbod asa duﬁnablc discasein 1981, just

ué the full delayed ivipsce’ of the 19705 boilding

" destruction’ flowered, . HIV is,. trarismitted  Tnrgely

. throngh the risk” behaviours uf unpmu'ctcd sex aml
. sharing of drug-injecting : appararus. In the wake of

“destruction of the socialand pofiical aspects of vofs

munity, such risk lulm\mum raged wicontrotled, By
1984, AIDS among the' popelaions affeeed by the

than it rose anong white gay’ males., Because these
populations were now scattered over the -Bronx,
Brooklyn and Manh.utan, ~ALDS ‘preventian: through
vducarion was expensive, -ineffective and haphazard,
Addirienally, the foeces: lehind thie coping risk beba-
vioues seenained in high gear, “Thas, -drog ase and
promiseaity aecelerated through the 19803, aad into

" .the early 19905, driving dhe,spread of HIV infection

and AIDS thmugh bath i lghbourhoods with

" high housing losses and the’ neighbdurhoeds that

. received the refugees {for the Bionx-neighbourhoods’

AIDS cases, see Figure 8). Public health researchers

-, had loag known that drug-taking was a ontagious

risk behavioue within social vietworks {Hunt and
Chambers, 1976}, Researchers specializing in sexnally
transmitted infedons sore teceitly demonstrared sl
sexual relations wnhm aocul networks ‘are also




_ - Bullding Researeh & Informmion 201130395411, .

" Fgu? Tuberculosls (TB)

“the top quintie for inckd
. dielricts of the Brons haé ncl

‘housing ard population loss andof migration -,

tinw chirkig the 19791983 1978 was iy ol lowest Incldanca. The ne
h e et

‘solidly In black Ia te top-ranknd heelth dimrict for TB Incldence: Canimt Harlaen, The striped heig ’ r
Tha stippled nelghbaurhoo de.are thoma with Incldenca sbove the 1578 cllywide kxidance. By 1997, 21 health
mmodinguumd!ymdeh_cidenue:alﬂrqu‘qf&oaldmbutmnkuhdsmhanmvmd

Incklaoca .

Figure 8 AIDS desth In the Brinx: cumulaive nsmber of dedif in health arses, 19601965, S01d breas ars thé nina highast eandd for
the number of deaths; the striped mrens are the naxt ning In rank Kor the rnurber of deaths. Compane thia geography with the maps of

“w

{Wallace and- Wallace, 1998b) end another team:
reached the saing contlusion-for Balimure (Maryland) ~ -
. (O'Campo.at 'dl,, 1997), Low-weight bieth inereases .

Building Research & Information 2011.39:395-411,

Wallaoe and Wallsce
contggious {Ruthenbery and Ponterate, 1988). Wallace
and Walkiee {1990 indsete the risk bebavionrs over
tinte in NYC {govorthaen, homicides, degg overdose. -
deaths and suicides) and illustrate the rise of these
behavioues adier the wmid-1970s, - [

A furthice impoctant risk hehaviour also aceélerated in’
the post-destiuction era: violefice, especially murders.

* Figure 9 plots the nuimbec of iturders by year and

requires lietke further explunation. The drug made con-

tributed nuch co thise mudders, as did yonth violence.
For derils on-how ‘housing destroction and its conse-

quendal socdid disruption and olation of youth ledte
a wawe of youth vioknee, see Wallace ef af, (1996},

The youth viotence. rose Livcanse of the loss of comme- -+
nity control and the lack of youth sovialization as well
as the inablfity of young mwa to achieve identicy
theough constractivie means such as employment and
academicachivvei :'m underthe chaoticeircumstances.

High rates. of vidlence are associated with high rates of
low-weight births, This connvetion was made in NYC

the risks’ of ‘major leaith problems during both -

. childbond and adult life and of cogiistive mipaimuwnts .

that imped

educational achievement and adule.

"

[+ ;u'n'
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Figure % Murder In New Yock City (NYC) by vear. Bafors the
slevation of titywida Ao Incidénci, about 300 imarders occwred

In NYG per yaar After about 1973, this numbar stablized at
araund five Umes that vaius al about 1500 per year yntk 1593,
Thus, over 20 000 sxcess desths ocourred by homicide alona
during the e of social upheavil and loss of community afficacy
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- dnd etrinin ital malfor i
* ' that triggerd attention in the Unined Smtes t6 health © .
“disparities berween races and classes showed that |

einploynisit, The Baltimore ream vonducted. a survey.
of new muthers and found cleac the stecer vioenee Jed

- to copinge risk behaviewrs such as the use’of robacen,

aléohel und drugs. The majority of low-weight bicths

" were connected with these visk behavioues (Sclempl -
- et ul,, . 2009). However, the present authors studied a
+ cohorr of mothers who were chosen for their Jack of
. risk behaviowres (all over age 15 with no smoking, linle

drinking and no drugs), The study found tiat inothers
who thensselves were bom duriag the 19708 wave of
housing destruetion had babies significautly smaller on.
average than: the other mothers and. had a_mweh

. higher percentage of habies with birth weighis helow’

- 2500-g, the definition of fow-weight bicth, So.the strus-
sé5 from e hoosioyg destruedon and ity iniiediate

- “aftermaths acied both dirvedy aisd dudireetly on the

" quadicy of babics bocn 10 women in the affected commo-
nitigs. An early study of low-weight birhs staiistically

-cassociared the percentage of low-weight binhs in
: I eneh

1.

widl ‘the 1oss of -

ricai-A

'+, hibusing units {(Scraening’ et af,, 1990), "Fhe keter stixdics -
provided the moechanisms. Low-weight birthsure a bare’
- ometer of community stress, especially -from viokree.

and homicides,

- Chronic insecurity and powvrlessness have been asdtns-

ared with fatty, sugasy food as o coping risk faceer ©

. {Rosmond and Bjoroory, 1999), Al of, the” Unired
* States participates in an epidemic of obesity, but the
* prevalence is highly heterogeneous,” Although she

New York metropolitau region does sidr_have pub-
lished lougituditeal data for the prevalence of obesity,

* thieee dve dita on the indidence of diaberet déaths,an

indicator of obusity. Diabetes deaths g rising stea-

o dily’over the eatire. New York meteogiolitan region in
. the late 1980s (Wallace and Wallace, 1998¢), Within
© - NYG, thede deaths weere highly eoncentrated in the

ncighhourhoods affected by the 1970s' housing

..+ destriction (Wallace et al., 2010, ch, 12, Congribitiig -

+ fagtors to'taberes incinde: elovaréd rates of obesity,

. acuty daj-to-day deniands on adults which necessirate

» delay or ownission of secking medical atterition, and dif-

. | ficultics in complying with prescribed tceaunent when
.+ Hedi vision &
" housing,

attentien is sought. The simple provision of
houting, food, clothing, utiliies, vte, i a heroie effort -
in thiese broken commuaities, The NYC Deparoment,

“of Healih did mot begin serious analysis of obesity -

and jts geopraphy il the Lare 1990, The neighbou-
hoods of high-ubesity prevalence were the samie as

~ "thost with high rates of diberes deaths,

" Alihgugh diaberes is Bighly associated witly obisity,

oather’ chronie diseases also jnclode obesity as a xisk
facrort aitho, hypertension, voronary heart discase
The publivation . -

fnale. life expecrancy jn Haclem wad lower than that
of Banglidush (McCurd and Freeman, 1990):lndc¢;d.

T
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life cxpocr.mcy on' a utvwlde basis for both black mexi:
and blzck, women over 60 years of age deteriorated -

between” 1970 ‘and ~1980 (Wallace and Walkiue,
19909, . cspccmlly ‘for_ tibse aged” ovee 70 years. This
pattern’ of- deteriordtion i life expectancy corirasts
“with the improveniuns: in life expettancy of white

men and women over #ges 60 and 70 years. Although

AIDS and hotnicide eonreibuced nueeh to MeCord and
Freeman’s findiig, the chronic diseases such as hyper-
tension wnd (fmlwtcs seruck blagk men in Haclem ac
very early ajw's mmparcd with white men in other

nughimur]mods. Lluug ity a rawgeted neighbourhood |

aged irs mlmlmann rapldly These canditions leading

to rapid ageitig arose directly and indireétly from the’

war an the housing stock. waged in public pobicy. The
difference Gerween nffncud and relatively unaffected
neighbourhoosds with respeet to the percenmge o of the

populition aged over 65 years in year 2000 is signifi-
cant. The t-test showed o highly significans difference

berween uffecred and umaffecred nclghlmutlmods'

Examination of age at déath by cavse illuminates the
bases of the differenue residents of affected neighbour-
hodds were dring of the diseasds noted by McCord and
Freewmnani- atiompardcively carly ages. The lowest
amouns for the affeefed avighbotslods was 3.1%:
the lowest for the unatfected reighbourhoods, 8.3%,
The hq,iust amounr for the affected ncighbourhoods

was 11.5%; the highest fur the unaffecied, 8. 8"’ S

The, alfn.-nczl nclghimurlmods hud an-average of 8.5%

af the population over 65 years of age; the wnaffeeted,

. 14.4%, The 'diseases, conditions and risk Iwhaviours © -
. arising from the liousing destructiun in the affected. .
neighbourhoods” led 1o o decreased life expectancy’

{Wallace u al, 2010

Social structum and resillenca -

Healthy commiinitics lave' a rich” structire of m:my-.-
social tetworks joinvd by, nen-disjonctive “weak’ con-

nections thar ace across. the sual barders of ages
vlass, L'I:hmclty. rchglc.m, e, Granovetier (1973)
catled i Btrucure ‘the strength of wesk ties”, Diver:
sity in (thmcm'. cconomic class, social status, age
amd interests creages the oppurtunity for lovse ties

berween these components, Such & mructare as this

prows up over many dvcades and develops inter-gener-
ationally. k. depends ‘oo redidential srabiity, Indead,
Sampson . et al, (199%], in the famons Chmgu

" Pryject, identified rsidéntial stability as-a necessary
attribute of the efficicious community thar achieves,
common values and can euforce, the, Enforcement

of common values: and suppart of community com-

ponents form' the ‘yiltage® that is needed to socialize -

the }oun}, and bnng them itto adulthood and into.-

active participation in communicy fife.

The 1570 housihg.: :di:lstmc:inu also descroyed the

social, ecunormic and political structare of the affected

", conmiuinities, With the eiigeation of: fhose - with:

retaiteces, the age strucrure also shifted so that many

- heighbourhoods had 47 very high .density of youth .
“under the. age of 20 years. The youth formed their
owit communities, but withoue die. ghidance of ra-’

* . ditjoral values. Additionally, there was ligle opportu:
hity for thein o sehieve-idencity thesugh constructive

- gctivity. Fusthermaore, the contempt shown' to these

wwighbolrkoods by the local authoritics nade the

" youths ‘reject die valoe system of and’ any guidance
"by. tlie authorities, This rejection and need 1o achieve
ddentity,‘provided the context of die heginniiyg of the
o vea of high Tevels of youth vialence and deng: abiuse.
_'Once the violence began, it escalared as greater and

greatde evels of violence were ‘necossary both to

-‘achieve |dmu:> amd ‘o seare off rivals so that each
“little group could maintyin its own ‘.nfuy The. .
« patiern of youth violence resembled charin -Sguh -~
Africa- duru\{, apantheid (Wallave er b, 1936)..
T Indeed, one of the co-andhors of Willace o al,
. 11996). Al Flisher, is a Seath Mman psyuhnu‘nr
| vwho 5pcc|‘|h!cs in youth violenge, .

"Ramp.m: srm: violencé forced nuhhbqurhmd resi-
“dents not 1o venture ouside their homes, d liabitthat
punde’ the stroets even muore d111gerous Aneindanceat . ..
hichredaced

neighbourhood fncetings plummesad, -
oeighbouthood soctal and  polivical 1aciivity and
sirength, . I6 alse contributed o, oéerweighe *and
obesity as pmpk became more sedentary a1 home
tfor a-graph of average hody inass mdcx of b wohort

- of reprixtuctive aed women plotted agdizst an index
“of chronic - cOmnimity stross, st Wallnce" et al.,
. 2003 ot sitation, el u,hlmurlmud _pmblcms
-+ could.noe be dddeesised by the residents- and simply
* bevame chirdnic conditions, Thus, only linle fmgm:nh .
ok social sfructure were lefi to pursue AlDS prevention,

; fnaking sure TB patients took their drogs, secing that
. children ‘were vaccinated, cte. By 1999, the full dost.
. of she fire'nind abandonment tpldcnucs uf the 1970s
eds being paid by the residents, of NYC: 0 Campr.
~et alb’ 11997) found sinilac dymnuc‘s of a loss .of
sogiat eontrol and 4 dise of violence and low-weight
- biedhys in, Baltiinorg, anathee Gty heavily.impacted By
. madsive” howsing Joss, These  papers | substantiate
. 'mmpﬂmemf s(l9‘)7) cequirement of resideitid -mlls-
: _duy fr.u; mmmumry efficecy and control. |

: A rcvcml Lugan :zmund 1993: the nmrdcrc hegan
' dedm:ng.rsdxd mcaws.AlDSLasﬁ.mdtauuyyng-- )
" reineics, Fiftéen years wore needed between the dnd of |

the wite of honsing destruction and the begioning of

) .rmovcry “fréym the outfalls, which is almost a, gener=
_nuon. Y, the ovighbourhoods vetained social scars.

ocial” struérures did not cesemble ‘the pre-

_'des"tr tion ones. The modified Ives amplification éal-

culation was applied to the South Bronx health areag
and. thiosé in Upper Manhattan to gauge their resili-

-enee, [n ﬁlc South Bronx, a pathological resilience

&
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furmed sich that neither positive inneventions not’

deleterious impacts bad an effect on such didicatars
as low-weight bicths and homicide. 'I'hc Soush Bronx

© bEadat least two major. ethnic groups, " African-Anseri-
_canand Latino, which conferred this pathilogical stab- -
ility on it through fragmentation intw npn-ipeeiagting *

small social networks that were- disconmicred with

_mninstecam social and political structures. Ceniteal
_* Harli, however, was highly seregated i the 1990s
T tef with ong large dominaring, very tight social,

awtwork. Central Harkm had very: little resilivnce

. after the 19705 déstroction and rcancd i every litele

change. both good ‘apd bad. Thes, conoimic-and

, socil conditions highly influcnced such indicators as
Jincidences of low-weight  Dbirths, and - homicide
" {Wallace and Wallace, 2000). What is: remarkable.
. about the South Bronx and Harlem fs that ehieir cates
*,of low-weight births and  homicide - are suml.lr. ’

“although the South Branx suffeced niwch’ greater loss

of ‘housing and population than dd Harlem. The
‘massive. dvstraction left the South Brunx with’ many

~ small.speial nitworks that du not pitecact and which,
: gonfer pathological resilience. Genteal Haelem’s lack

of ethaic diversity resulted in o, tighteniniy ol relation-

.. ships Berween social nepworks ‘undl | one Targe
wtwork fonned, -Nehher the. South* Bnmx nor

- Lenteit Hacken funcrions like a hcaltiw corfriuuity:
oite simply fails to reace 1o any impact or intprovenient

* and theother is hysxr mume ‘and hrlulc(Wall'wc and
. Wall.u,c 2000). - R

.

g Indk:aﬂons of feuovory andof fragllity

' "frum years afier the eid of the rnl[lm,\\.m:s of budtd-
‘i destruction,’ public health and public order hegan

. _fd recover, Annually, the number of muplers ‘has

dropped since 1993 uniil the lowest uumber i eeent

"~ istory has beosi recorded in the past couple of years.
Similatly, catws, of TB and AIDS haye plu:nmcm! o
"The decreases-began befure the wldcsprch niedical -

inereentions of dm:q.ly observed mntlncnt for' TH

-and of lighly active anti-retroviral therapy for AJDS.

’ Ct:rmmly these interventions aceelemaied “the “decline

“in these twe diseases, hur che residentisl stabiliny
allowed by the slowing of housing destrdetion makes *

“medicud :ntcrv:nnons mote u!f' cient .md c-[fecme.

| Rans uf :m:n‘lgc pregnancy :uul o( I(m wright hirths " -

also ‘plummered i the affected nclghlmurlmods.

' F};urc 10 shows the healtls district maps of the peroea-,
bage of live, birtlts thar had weighes less than 2500 g ‘

"far ground” 1990, 1995, 2000, 2005 and 2008, The .
nflacted ump,'hhonrhmds showed  large _declines
between 1990 and 2000, However, by 2005 some
bq:;an to deteriorare. Inderd, the mmiber of health dis-

. 19905, respectable acadcnuc:am
IA e

_on the populations of duie comeanunities. Fora review

“on seress and pn.gu:mc, uu(comcs, see Viekoussis'

rt al, (2010).

'[hc 19903 were a tme of grear pmapurxy and fow
unensploymnt. By 2001, however, revession became

* apparent und-was aceelerdted. by the:atick on’the

* World Trade Center. In che late 2000s, housing
became 2 severe problen witlr n'spcct to both afford-
ability and auzlahdn}hcmmablllq in the aftermath
of the forevlosure crisis, I appears thar the ups and
downs of low-weight bifths hint'at u fack of resilience
.in many NYC rmgghbourhaods. Indeed, Wallace ev af,
[ZGOr} found that the main du[fcmna: now hetwesn
the rich and poor neighbauchoods with respect t zesi-
lience and the ability to absorl impacts & that the rich
neighbourhoods suffer fewer dnd less, severs impacts
because they are buffered by, thr.'u' resoutces and
power. H they do receive. impacts, they dbs uot react
any better than the poar neighboiarlmeds; Se even.
the middie-class and' upper-iniddle-cluss arvas were
highly disturbed during dhe 1970s {afrer ull, 1.3
~million white peoplt leftthe ciry then) aud lost the
“weak® ties necessary for rcsll;uux. -

“The recovery .appcnra mcm'np{ and partly based on

|Iu. 19905‘ pmspmty

Rapeated waves of houslng destruction end
community disptacement
[ncumplete recovery tven after a- [.;mtmhon smuc the
fice and ahandohmeric. epidemics & not” a_ surprise.
The fire aml abandonmest epidemics occurced as
“onby yet another wave of iiuusmh destruction and
‘Forced migration after a “safies uf previous episodes.
For ‘descriptions of the imjucts of urban renvwal, sve
- Schwartz {1993), which focuses gn NYC, and sec [-ui]-
Hlove {2005}, which exsniiues sevieral Anigrican citivs
“These ¢ itivs arg_hinwan peosystems that have
. been subjectéd to waves of - major cavironmental
||I1pncts They lack healthy Tésilicnce and diversity,
As in nacural ecosysierns, tivicml) l:nnfm resilivoce,
A diverse humau vommunity hosts a_variety of infor-
mation aud information suufcds, taltiits, expericnce,
. eraining and education, culmral wisdom, and types of
“material resouses, All these riches form ait imporzant
part of 2 cnmmuml) s ahifity to contitiue-1o fungtion
oven afier an impact {Wallzed and WJ“.‘NX‘, 2008}
With each wave of housing destrietion and mass
-migration, the commumities of New York and other
‘- Amierican cities becume more- segregated and homu-
geneous racially, ethnically, uouu:rucally and with
respect to educational afraimnient. By -the early
nly labelled this

. trivts widi more than 8% of live hicths at low

. mm,nscd grcurly between 2000 and 2008, evien while
'IJmhs to :ccn.:gen conrinued o decline. Increased -

h l'utrhs dicate inarvased unbuffered stress

P
B

np‘mu .md smmncally
" deseribed the inerease Inracial - scgmg'nmn that
occureed i 1970-1980 nry by my {Mussey arn)
Benton, 1992).
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Consequences of mqum hous ln @ destruction

Figure 10 Incidences of low-weight births by heakth district: black = incidence of 12% or above; cross-hatching = incidence of 10.0- 11.8%;
stripes = Incidence of 80-9.9%; stipple = incidence of 6.0-79%; and white = incidence below 6%. (A) Annual average incidence, 1989~
1991; (B) annual average incidence, 1994~ 1896; (C) annual average incidence, 1998—2001; (D) annual average incidence, 2004—2006;

and (E) annual incidence, 2008

The thrust of thé past displacements and the ones,

taking place now looks like a Cape Town-ization 6f
New York, with black and hrown townships in the sur-
rounding suburbs and a newly white and wealthy coie
in the central boroughs {(Manhattan, the Bronx, Brook-

lyn). Indeed, for the first time in several decades, the

majority of the population of Manhattan is white. Seg-
regated white communities in New York are no more
resilient than segregated black ones (Wallace ef al.,
2007), The main difference is that the white commu-
nities are more shielded from impacts than are the

- black ones.
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Sidebar: the accelerated life cycle of buildings in Harlem

Although the destruction of buildings by fire and abandonment has slowed considerably since the 1970s, it sull
occurs. These photographs illustrate the process as it is now happening in the Harlem neighbourhood of
New York City. Eventually. the burned-out building will likely be razed and a vew building constructed in irs
place which resembles the one undér coustruction.

Photo 1 A building on the north-east comner of Momingside
A d 122 St.onfire; 2003

Photo 3 The occupied companion building of the bumed-out Photo4 A modem buiiding under construction across the street
bullding with all its architectural detalls intact from the burned-out buikding, This building is inharmonious with

Ll allits neighbours in size and style. The dation it offers is
unaffordable tolocal people
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Photo 7T On St. Nicholas Avenise, one block away fromthe burned-out and new buildings, a row of buildings in all stages of the life cycle. In
the middie are occupied fenements. Avacant lot whose buiiding was destroyed in the 1970s forms one end On the other end Is a bullding

under construction. An aband g with its up abuts the new one under construdtion
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Wallace and Wallace

1n the light of the present dynamics of the American
and global economies, this shielding may diminish
greatly as employment of even well-educated people
becomes precarious. Wallace et al, (2007) imply that
a lack of resilience i even white professional class
commnunities is largely due to whiteness and economic
uniformity leaves these communities highly valnerable
to the coming impacts. Diversity confers resilince and
healthy continuity on conmsunitivs,

All these social. economic and political dynamics
depend on the buildings, their anributes, their main-
tenance, and their preservation/destruction and who
is allowed to live in thens. Every aspect of urban life
depends on them fram patterns of low-weight births
to who gets the good jobs and who goes 10 callege.

Conclusions
At every stage-of its life, a building embodies the social,

- economic, and political processes and structures of

many organizational levels from the community to
the global. Although art historians and architects
bave filled libraries with :lnﬂl)'s-cs of how these pro-
cesses and structures imprint thunselves onto the
design, sithig, and construction of individual buildings
and stands of buildings, the maintenance and destrue-
tion of buildings also reflects the sanie socivtal pro-
cesses and structures. Indeed, the post-destruction
period forms yet another stage in the historic trajectory
of the levels of -hutan organization, a stage which
leads to another cycle.of decisions and actions-keyed
to maintain .power and wealth in their historic
distributions. .

This paper deseribed the destruction and post-dustruc-
tion periods of neighbourboods in a large American
city, a vivid example of the- dynamics of nany older
American cities of the time, This case study may offer
a warning for other urban areas. The municipality
often finds steep costs associated with uprooting thou-

sands-of poor peaple in terms of disorganization and its

public health and public safety consequences. Loss of
resilience looms as a major price paid by both the
affected communities and the monicipality as a whole,
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Testimony Before the New York City Council
Committee on Technology
Automated Processing of Data for the Purposes of Targeting Services, Penalties,
or Policing to Persons - Int. No. 1696
October 16, 2017

Introduction

Good afternoon Chair Vacca and members of the Technology Committee. My name
is Taline Sanassarian, and | am the Policy Director at Tech:NYC, a nonprofit trade
group with the mission of supporting the technology industry in New York through
increased engagement between our more than 500 members, New York City
government, and the community at large.

Tech:NYC believes that New York's unique business ecosystem as a global center
for so many industries such as finance, media, fashion, art, and real estate, serves
to strengthen the technology businesses that call New York home; and in turn,
technology further strengthens those incumbent industries and our communities.

Access to Data

With that in mind, we are here today to express our concerns regarding bill 1696
before you, which seeks to amend the administrative code in relation to the
automated processing of data for the purpose of targeting services, penalties, or
policing to persons.

At the outset, we want to be clear that we strongly believe in transparency and
ensuring that algorithms—including those that govern the provision of public
services—treat residents fairly and without any inherent biases. This particular
proposal, however, is unworkable from the perspective of many of our members
who are engaged in the local tech community.

Specifically, imposing disclosure requirements that will require the publishing of
confidential and proprietary information on city websites could unintentionally
provide an opportunity for bad actors to copy programs and systems. This would
not only devalue the code itself, but could also open the door for those looking to
compromise the security and safety of systems, potentially exposing underlying
sensitive citizen data. Indeed, one need look no further than the recent breaches of

1



data, including at Equifax, which affected as many as 145 million Americans, and at
the Office of Personnel Management (OPM), in which sensitive personal
information was stolen from current, and former government employees and
contractors. These are examples of the kind of dangers that both public and private
actors currently face, and given the sensitivity of the underlying data, it is crucial
that any relevant law or regulation treats security concerns seriously. We are
worried that this bill, in its current form, does not do that.

Further, as you know, algorithms are used to improve service and reliability in
numerous city services, such as hospitals, emergency services, schools, and courts.
As such, the lack of a clear understanding of the impact to these systems is
concerning.

Also, mandating proprietary information, which many companies have built their
businesses on, be shared on public websites could cause a chilling effect on local
companies willing to do business with the City.

Unfortunately, this proposal does not take these concerns into account, and
therefore, we urge caution before imposing such broad and sweeping mandates.
Instead, we ask the Committee to work with the private and public sectors to find a
more workable solution that could increase transparency while allowing companies
and contractors to protect confidential business information.

Conclusion

Tech:NYC believes there could be better ways to address concerns underlying the
proposed bill and urges this Committee to more closely examine potential
ramifications of this legislation, We are happy to provide any assistance or input
that the Committee requests towards that effort.

Thank you for your time today, and we look forward to continuing this
conversation.



To: NYC Council-- Committee on Technology
From: Noel Hidalgo, Executive Director of BetaNYC
Re: Intro 1696-2017 (Open Algorithms Bill)

Monday, 16 October 2017

“We [...] want to ensure that New York City leads the way in ethical algorithmic
government. We want transparency around data tools, algorithms, artificial intelligence,
and fracking. We want New York City to be the thought leader in smart, ethical,
algorithmic government.” - 4 Jan 2016 - http://bit.ly/BetaNYC-2016-YearInReview

summary:

e This is a forward thinking bill that provides justice in the 21st century.

o Copyright nor “trade secrets” should ever stand in the way of an equitable,
accountable municipal government.

e This bill needs accountability within the Administration and Agencies; there
should an annual report.

e Each algorithm should have a dictionary, similar to existing the city’s open data
law.

e Collectively, algorithms should be accessible via a single catalog and best
practices should be documented within a technical standards manual, similar to
the City’s existing open data law.

Testimony:

Thank you for this opportunity to vocalize our support for Intro 1696-2017.

Today, | speak as the Executive Director of BetaNYC, a former Technology and
Democracy fellow of Harvard Kennedy School’'s Ash Center, and a former fellow at Data
& Society Research Intuition.

For the past five years, BetaNYC has worked with two Mayoral Administrations and the
City Council to ensure the City has the best municipal open data law. While we continue
to improve its language, we are honored to see this introductory bill tackle an important
part of our 21st century.

BetaNYC, New York City's Civic Technology, Design, and Data Community.

NAal Hidalaa Evanittiva Mirantar o nAaslffibhata mva o hitbac Hlheats nues o ZARAaARIVC



BetaNYC is a community of over 4,400 technologists, designers, data scientists, and
civic hackers who want to see an equitable municipal government in the 21st century.
This legislation reinforces the core of a future equitable municipal government. ‘

In 2016, Data and Society Research Institution produced a number documents outlining
what is as stake. We must be concerned about technology companies as dominant
curators of information and their unprecedented power to engineering the public sphere
and social services."

To be blunt, the future of our democratic practice is at stake. If we refuse to hold
algorithms and their authors’ accountable, we will no longer have government for the
people, by the people. If we refuse to hold algorithms and their authors’ accountable, we
outsource our government to the unknown.

At NYC School of Data, our annual conference, we hosted a panel on algorithmic
discrim-innovation and we discussed how parts of our criminal justice system governed
by a black box.?

How can we talk about justice when we can not see software code, algorithm, no hold
the underlying software accountable in the same way we hold humans accountable?

" Democracy requires transparency; copyright nor “trade secrets” should ever stand in the
way of an equitable, accountable municipal government.

We are very fortunate that the city’é existing open data law provides a framework for
this bill. In our written testimony, we've outline a few core components we would like to
see added.

BetaNYC looks forward to a healthy and honest debate around the passage of the
nation’s first open algorithms faw.

Thank you,

Noel A. Hidalgo

BetaNYC, Executive Director

Harvard Kennedy School's Ash Center, Technology and Democracy Fellow, 2016 -
2017

Data & Society Research Institution, Fellow 2015 - 2016; Affiliate, 2016 - Current

' hitp /bt ly/DNS-AlgorithmsPublics
2 hitps:/fyoutu.be/SUT1KasDJXTU



Accountability

Someone within the Administration and someone within each agency should be designaied as a
point of contact for the publication and reporting of algorithms. Annually, there should be a
report that outlines agency reporting and use of algorithms.

A Central Aggregation of Algorithms

In the same way the City pioneered open data directories and catalogs, the City should
produce a central listing of published algorithms. This directory doesn't need to be as
advanced as the city's data portal, but it would be nice to have a comprehensive listing
of algorithms title, purpose, code, function and atiribute documentation, public liaison &
their contact information, date of introduction, and method to test the code.

Algorithm Dictionaries )

Like all technical objects, each algorithm should have a small dictionary that explains
the function, its purpose, and data sources.

_Technical Sténda‘rds Manual

Similar to the City’s open data law, there should be a technical manual that highlights
the City’s algorithmic use, practice, and best practices.

Private Right of Action / Enforcement

We, the people, will need the ability to ensure that Administrations and Agencies comply
with this law. Please ensure that the the public can hold Administrations and Agencies
in compliance with the law.
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Good afternoon, Chair Vacca and members of the Committee on Technology. My name is Julia
Powles, and I am a Research Fellow in the Digital Life Initiative at Cornell Tech, New York
City’s bold new interdisciplinary research and technology campus at Roosevelt Island. I am
joined in providing this testimony by two of my Cornell Tech colleagues, Helen Nissenbaum, -
Professor of Information Science and Director of the Digital Life Initiative, and Thomas
Ristenpart, Associate Professor of Computer Science. Our work over many years speaks to
various angles of this afternoon’s hearing, but perhaps most pertinently, this June, Professors
Nissenbaum and Ristenpart launched a major, multi-year, NSF-funded research project led by
Cornell Tech, Carnegie Mellon University, and the International Computer Science Institute,
Berkeley, to investigate threats to privacy and faimess in automated decision-making systems
and, in particular, to develop mechanisms for accountable information use in such systems.!

The most important work that a Bill in the area of automated systems can do is to build
accountability—both the accountability of vendors of these systems to the City, and the
accountability of the City and its agencies to the people of New York. This Bill is an ambitious
attempt to seek accountability through transparency. It attempts this by two means: first, a
requirement of source code disclosure; and second, by mediating what is known in the field as
“black-box testing”~—a mechanism for testing inputs, generating outputs, and deriving insights.
Before elaborating further, we would like to add to the chorus of those who have expressed
appreciation to Council Member Vacca for bringing forward this proposal, as well as to the
Committee on Technology for its important efforts to bring greater transparency—and,
potentially, accountability—to automated systems that profoundly affect people’s lives and life
chances. This legislative direction is both exciting and essential. It offers the City
Administration the opportunity to be a real bellwether, not only of good governance and
government, but of innovation of the fruest kind, stimulating better technologies and better
civic engagement.

In this testimony, we suggest ways to make the Bill more effective in realizing its ambitions,
and offer concrete recommendations to improve it.

A Bill like this has the potential to address several stark gaps in our regulatory landscape. When
data is fed into a computer system and used to allocate public services, penalties, or policing,
people deserve to know that the system is functioning in accordance with the City’s aims and
values. That it is not arbitrary, unfair, or incorrect. That it does not amplify inequality. This
means being able to find ont what data is used, how it is processed, and what else is taken into

! National Science Foundation, SaTC; CORE: Large: Collaborative: Accountable Information Use: Privacy and
Fairness in Decision-Making Systems, CNS-1704527.



consideration in decision-making, both in general and in individual cases. There should be
opportunities to test and contest the input, processing, and output. In other words, there is a
need for accountable systems, including clear processes for calling to account responsible
parties (those designing, procuring, or using systems), if there is cause for complaint, or even
suspicion that systems under consideration or in use are failing to meet aims and values.

This Bill makes important advances, but in order to meet these critical ends, there are
dimensions it does not yet address in its current formulation. For example, it gives no view
onto the data that is being used by an automated system, nor how decisions are made in general
or individual cases. Some capacity to test and understand systems is offered, but if what is seen
in the source code (if it is even provided) or through black-box testing is unsatisfactory, there
is no direct mechanism for contestation and bringing responsible parties to account. In other
words, ambitious and important though this Bill is, it relies on a degree of accountability
emerging as a by-product of a very particular, and potentially limited, kind of public
transparency. It is well within the capacity of New York City to tackle the targets of both
- transparency and accountability much more directly.

A primary source of these limitations comes from the location of the Bill and the provisions
that surround it. The section of the Administrative Code where the provisions are proposed to
be inserted concerns “Open Data.” This fundamentally affects the nature and impact of the Bill
as it is currently drafted. It means, crucially, that, according to section 23-504(c) of the Code,
the Bill gives rise to no actionable rights, either for individuals or against an agency. Section
23-504(a) makes clear that data is provided to the public only “for informational purposes,”
with section 23-504(b) clarifying that there are no guarantees as to “completeness, accuracy,
content, or fitness for use.” Further, the Bill’s placement within the Open Data provisions also
means that, following the logic of sections 23-501(g), any proprietary claims and intellectual
property assertions in relation to the code and systems, no matter how broad or baseless, will
readily thwart the intent to provide transparency.

It may be that locating these provisions in the Open Data provisions is regarded as optimal for
other reasons, such as uniform Council support for the City’s commitment to open public
processes, but the legislative context should be given further and careful consideration. If it is
resolved that the present location remains the most desirable among a range of legislative
options, the Bill should be elaborated, and the applicability or otherwise of the remainder of
the Open data provisions should be explicitly addressed, particularly those concerning private
rights of action, liability of agencies, and the tension between disclosure of the source code and
operations of automated systems and proprietary interests.

Turning to the aspect of the Bill that concerns black-box testing, the requirement as proposed
is likely to be administratively burdensome on agencies, to the point of potential impracticality,
given the dynamism of automated systems, and the fact that effective black-box testing in the
public interest can require thousands of queries (or more), depending on the context; a prospect
that is likely to be highly constrained if every query must be mediated through an agency
request.

Collectively, these realities mean that the proposed Bill as it stands has limited purchase on the
target of accountability, and that there are significant obstacles to it being the strong instrument
of algorithmic transparency that it could be, though it makes important strides in this direction.



None of these weaknesses are fatal, and the necessary leverage is well within the remit and
capacity of the New York City Administration to address. Council Members committed to the
important cause of improving the transparency and accountability of automated systems have
a number of options available to them to help realize the objectives behind this Bill. We have
eight recommendations.

First, given the limitations of the Open Data provisions, consider other parts of the Code where
these provisions might be better located.

Second, ensure that antomated systems used for the provision of public services, penalties, and
policing disclose all data sources that they incorporate, as well as additional parameters about
the data selected for training, model choices, excluded data, and other standardized
requirements for best practice disclosure for interpretability and accountability.

Third, ensure that intellectual property and other proprietary rights’ assertions cannot be used
to defeat algorithmic transparency requirements. Explore qualified transparency if public
transparency is not possible. :

Fourth, develop mechanisms to tie transparency requirements more strongly to enforcement,
such as through making City funding of agencies conditional upon meeting certain explicit
standards of algorithmic disclosure and interpretability, audited by independent expert
aSSESS0rS.

Fifth, establish private rights of action for systems that are found to be unsatisfactory.

Sixth, in consultation with experts, establish benchmarks for best practices for source code
disclosure. Establish how frequently code updates should be notified, as well as any limitations
on disclosure, publication, and retention.

Seventh, in consultation with experts, establish how black-box testing requirements are going
to be managed at a practical level. Provide examples for how outputs of user-submitted tests
will be provided to users. Ensure that third party testing in the public interest, sometimes
requiring thousands of queries, can be managed without becoming burdensome on agencies.

Eighth, institute a City-wide practice that when agencies engage vendors of automated systems,
any data sources continue to be managed in the public interest. This entails non-exclusive data
use, transparency about integration with other data sources, and ongoing public stewardship
over the data—whether in raw, cleaned, catalogued, or systematized form.

These are our recommendations. Thank you for your time, and we applaud you again for this
boid and inspiring legislative effort. Cornell Tech and the Digital Life Initiative are dedicated
to the development and deployment of technologies in the public interest, and we are
committed to being a partner to the City in this essential endeavor.
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The New York Civil Liberties Union (“NYCLU") respectfully submits the following testimony
in support of Int. 1696, legislation relating to government use of computer algorithms. The
NYCLU, the New York state affiliate of the American Civil Liberties Union, is a not-for-profit,
non-partisan organization with eight offices across the state, and over 160,000 members and
supporters statewide. The NYCLU’s mission is to defend and promote the fundamental
principles, rights and constitutional values embodied in the Bill of Rights of the U.S.
Constitution and the Constitution of the State of New York.

Algorithms are a series of steps or instructions that are designed to perform a specific task or
solve a problem. Algorithms are widely used in society to make decisions that affect most
aspects of our lives, including which school a child can attend, whether a person will be offered
credit from a bank, what products are advertised to consumers, and whether someone will
receive an interview for a job. Federal, state and local governments are increasingly using
algorithms to conduct government services. One of the promises of algorithms is that they can
process, analyze and manipulate large amounts of data to help optimize government services.

However, algorithms are fallible human creations that are vulnerable to many sources of bias and
error. So there should be great concern when governments employ algorithms whose design and
implementation are not understood by the government agents using them or the public. There is
a strong public interest in ensuring that algorithms are designed and used in an equitable manner,
especially when they affect decisions regarding the use of government force, allocation of public
resources, or the potential deprivation of civil liberties. In order to make this assessment,
information about the design, use, and functions of algorithms must be transparent. Without
algorithmic transparency, governments stand to lose democratic accountability, efficacy and
fairness of government processes, and control over sensitive public data.
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Int. 1696 requires any government agency that uses algorithms for targeting government
services, policing, or imposing penalties, to publish the source code of the algorithm on the
agency’s website. The legislation also requires these government agencies to allow the public to
submit data to test the algorithm and receive the results of these tests. This legislation is a
necessary step in ensuring that government use of algorithms actually benefits New Yorkers. We
urge the City Council to take action and pass Int. 1696 into law.

I. GOVERNMENT USE OF ALGORITHMS

As the power and responsibilities of government administrative agencies have grown, often
without concomitant funding increases, administrators have increasingly employed algorithms
and other automated systems to reduce backlogs, identify problems, and eliminate guesswork by
government agents. Algorithms are used by the New York City Department of Education to
evaluate teachers;' by the New York City Fire Department to anticipate where fires may spark;?
and by the New York City Department of Health to identify serious pregnancy complications.?
These are just a few of the many functions throughout City government that algorithms serve.

But government use of algorithms creates significant threats to personal liberty. Despite the
growing concerns regarding the fairness and efficacy of algorithms, as well as the due process
problems they create, there seems to be no slowing in their adoption to conduct public affairs.
This is in part because of the growing “smart cities” movement that seeks to integrate data
collection and technological solutions to address local government needs. Yet, as governments
shift to more data-driven, algorithm based decision-making, careful scrutiny of algorithms and
public engagement to assess them becomes increasingly important.

II. ALGORITHMS CONTAIN MANY SOURCES OF BIAS AND ERROR

Although algorithms may appear to be inherently neutral, each step in creating an algorithm
requires the programmer to make decisions, some consequential and some trivial. As a result,
algorithms are vulnerable to human bias, poor judgment, unavoidable trade-offs and careless or
unforeseen errors at each stage of development and use. Moreover, the data on which algorithms
are trained often reflects existing discrimination and disparities; as a consequence, algorithms
will often themselves be biased unless developers take proactive de-biasing steps.

! Framework for Teaching Evaluation Instruments, http://usay.nysed.gov/rtit/teachers-
leaders/practicerubrics/Docs/danielson-teacher-rubric.pdf.

2 Brian Heaton, New York City Fights Fire with Data, GOVERNMENT TECHNOLOGY, May 15, 2015,
http://www.goviech.com/public-safety/New-York-City-Fights-Fire-with-Data.htm.

3 New York CITY DEPARTMENT OF HEALTH AND MENTAL HYGIENE, BUREAU OF MATERNAL, INFANT AND REPRODUCTIVE HEALTH, NEW
York CiTy, 2008-2012: SEVERE MATERNAL (2018}, https://wwwl.nyc.gov/assets/doh/downloads/pdf/data/maternal-

morbidity-report-08-12.pdf.




Design of the Algorithm

At the design stage, programmers must make a series of decisions about how the algorithm will
function as well as its limitations. These decisions include the arrangement of user functions, the
technical architecture of the system, data selection, and factor weighting. Though these decisions
seem technical in nature, they can result in promoting certain values or advantaging certain
groups of people or outcomes.

Some design decisions that tend to favor certain values, interests, groups, or outcomes are
intentional. A positive example is a design decision that promotes consumer privacy, such as
systems that do not store or immediately delete user data records.* However, intentional
decisions regarding algorithm design may be perverted by ulterior goals or motives. In Italy, a
government programmer conspired with over 100 police officers and local government officials
to code red light cameras so that the system would turn from yellow to red quicker, so more
motorists could be caught.”

Similarly, financial incentives may drive programmers to design an algorithm that will produce
results that favor the customer’s preferred outcome, rather than accurate or fair outputs. This is
particularly true for algorithm based forensic tools that are sold exclusively to government
agencies.® In the past three years, public crime labs in Austin, Texas and Washington, D.C. have
temporarily shut down DNA testing because of flawed algorithmic systems.” More recently,
ProPublica reporting revealed that thousands of criminal cases may be compromised by the New
York City’s crime lab use of an algorithm that may have been intentionally skewed to create
more matches.?

4 Harry Surden, Volues Embedded in Legal Artificial Intelligence at 2 (2017),
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2932333.

5 Jacqui Cheng, /talian Red-Light Cameras Rigged with Shorter Yellow Lights, ARS TECHNICA, Feb. 2, 2008,
http://arstechnica.com/tech-policy/news/2009/02/italian-red-light-camerasrigged-with-shorter-vellow-lights.

® Rebecca Wexler, Convicted by Code, SLATE, Oct. 6,2017,

http://www slate.com/blogs/future tense/2015/10/06/defendants should be able to inspect software code
used in forensics.html; Anne Q. Hoy, Fingerprint Source ldentity Lacks Scientific Basis for Legal Certainty, Am.
ASSOC. FOR THE ADVANCEMENT OF SCI., Sept.15, 2017, https://www.aaas.org/news/fingerprint-source-identity-lacks-
scientific-basis-legal-certainty.

7 Keith L. Alexander, National accreditation board suspends all DNA testing at D.C. crime lab, WASHINGTON POST, Apr.
27, 2015, hitps://www.washingtonpost.com/local/crime/national-accreditation-board-suspends-all-dna-testin
district-lab/2015/04/26/2da43d9a-ec24-11e4-a55{-38924ca94f9 story.htmi?utm term=.24780d3105ea; Tony
Plohetskl, Austin police DNA lab closed amid forensics commission’s concerns, AMERICAN-STATEMAN, June 10,2016,

olice-dna-lab-closed-amid-forensics-commission-

concems/r;waEnkaOIVv?Ll\PXVnM/

8 | auren Kirchner, Thousands of Criminal Cases in New York Relied on Disputed DNA Testing Technigues, PROPUBLICA,
Sept. 4, 2017, https://www.propublica.org/article/thousands-oi-criminal-cases-in-new-vork-relied-on-disputed-
dna-testing-technigues.




Other design decisions are made for technical, efficiency, usability, functionality, business or
practical reasons; but they often involve significant trade-offs.” Programmers may make
decisions that increase the utility or performance of algorithms, but conflict with societal notions
of fairness. One example is incorporating parents’ mental health history as a factor in assessing
child endangerment risks. The use of an algorithm that assigns significant weight to use of the
mental health system can have the effect of penalizing individuals who seek mental health
treatment, which raises faimess, welfare and legal concerns.!®

Programmers also make mistakes at the design stage. One study found that even highly
experienced programmers failed to identify or correct technical mistakes when coding, which
resulted “in almost 1% of all expressions contained in source code being wrong.”!! Mistakes are
also more likely to occur when real-world policies written in human language are converted to
computer languages. These mistakes can be a result of misinterpretations of the policy on the
part of the programmer or because code may not capture certain nuances in the original policy.
When these mistakes go unnoticed in government algorithms, they carry expensive or
irreversible consequences. In Colorado, programmers encoded over 900 mistakes in an algorithin
used to administer the state’s public benefit system; this resulted in cancer patients and pregnant
women being falsely denied Medicaid benefits, and eligible food stamp recipients having their
benefits discontinued.'? These mistakes affected hundreds of thousands of people, wasted several
hundred million dollars, and resulted in litigation as well as a federal probe.!

Training the Algorithm

Part of the development of a modern algorithm involves training it on a set of data. Programmers
make numerous decisions regarding how an algorithm will be trained, including what data inputs
are used and how much data the system has capacity to process. Thus, the decisions regarding
what data is used and the quality of that data can result in undesirable, misleading, or biased
outputs.

A common programming error is the use of poorly-selected data inputs. Problems include
choosing a data set that is too small or too homogenous, or flaws in the technical rigor and

® Harry Surden, Values Embedded in Legal Artificial Intelfigence at 1 (2017},
https://papers.ssrn.com/soi3/papers.cfm?abstract id=2932333.

10 Robert Brauneis and Ellen P. Goodman, Algorithmic Transparency for The Smart City at 16 (2017),
https://papers.ssrn.com/sol3/papers.cim?abstract_id=30124989.

11 Christian Chessmman, A “Source” of Error: Computer Code, Criminal Defendants, and the Constitution, 105 Cal. L.
Rev. 179, 186 (2017),

http://scholarship.law berkeley.edu/cgifviewcontent.cgi?article=43508&context=califernialawreview citing Derek
M. Jones, Operand Names Influence Operator Precedence Decisions, 20 CVU 1, 2, 5 (2008).

12 panielle Keats Citron, Technological Due Process, 85 wasr. U, L. Rev, 1248, 1268-9 {2008).

12 fg.; The Denver Post, Editorial, Why is the CBMS still such a mess?, Denver PosT, Feb. 17, 2011,
http://www.denverpost.com/2011/02/17/editorial-why-is-cbms-still-such-a-mess/.




comprehensiveness of data collection resulting in incomplete or incorrect data.'* For example,
several algorithm-based facial-recognition systems that were trained on photos of predominately
white people resulted in racist outputs, such as classifying images of black people as gorillas. '

A more troubling error is the use of real-world data sets that reflect historical or societal
discrimination. As a result of residential segregation, geographic designations may serve as
proxies for race, leading to false data correlations that perpetuate bias. Notably, predictive
policing systems have been criticized for overreliance on inherently biased historical police
data.'® In fact, the Qakland Police Department decided against using a predictive policing
algorithm after a study showed that the system would have disproportionately deployed police to
lower-income, minority neighborhoods for drug crimes, even though public health data
suggested drug crimes occurred in many other neighborhoods throughout Qakland. !’

Interpreting and Using the Algorithm’s Results

When end users are not properly trained on the purpose of an algorithm, or not informed about
the underlying logic of its design, it can be very difficult for them to fully comprehend the
results. This lack of understanding and training can lead to government agents misinterpreting or
giving too much deference to algorithmic results. If the algorithm is inscrutable, government
agents will either have to disregard it completely or blindly follow the result. This outcome
conflicts with traditional notions of government accountability, particularly if the results
influence decisions that affect civil liberties.

If government officials falsely believe that the algorithmic results are inherently neutral or
otherwise superior to human judgment, they may simply reify the algorithm’s choice. Too much
deference can be extremely problematic, since algorithms, by nature, simplify or generalize data
making categorical judgments that treat people as members of groups, rather than as

14 Executive Office of the President, Big Data: A Report on Algorithmic Systems, Opportunity, and Civil Rights at 7-8,
May 4, 2016,

htips://fobamawhitehouse.archives. gov/sites/default/files/microsites/ostp/2016_0504 data_discrimination.pdf.

15 Kate Crawford, Artificial Intelligence’s White Guy Problem, N.y. TIMES, Jun, 25, 2016,
https://www.nytimes.com/2016/06/26/opinion/sunday/artificial-intelligences-white-guy-problem.htm}; Alistair

Barr, Goog!e Mistakenly Tags Black People as ‘Gorillas,” Shawmg Limits ofAIgonthms, WALLST. 1., Jul 1 2015

16 CATHY O'NEIL, WEAPONS OF MATH DESTRUCTION at xx (2016).
17 Emily Thomas, Why Oakland Police Turned Down Predictive Policing, MOTHERBOARD, De. 28, 2016,




individuals.'® In fact, research suggests that, over time, deference to algorithms may weaken the
decision-making capacity of government officials, who may become incapable of responsibly
deviating from algorithmic instructions.!

I IMPORTANCE OF ALGORITHMIC TRANSPARENCY

Most local governments lack the expertise and resources required to develop algorithmic systems
for all agency functions. As a result, privately developed algorithms are shaping local
government procedures and decisions; yet it is often the case that neither members of the public
nor government agents know much about the design or implementation of algorithm-based
systems. There has always been and, to some degree, there will always be some risk of error or
bias in government decision making; however, the opacity regarding government algorithms
serve to increase the risk.

Algorithmic systems function best when stakeholders have access to enough information so that
they can identify problems in the design of the algorithm, and it its application. Therefore,
greater transparency about the algorithms that government agencies use and how they are being
used or implemented can help increase the accuracy, fairness, and overall utility of these tools.
As algorithmic tools improve, they produce greater cost savings and help local governments
become more sustainable. Algorithmic transparency can also help increase public confidence in
government practices and systems by making the constituents feel like they actively engage the
government systems that affect their lives. Conversely, if algorithm-based decisions of
government remain opaque and invisible, New Yorkers will feel increasingly confused about the
rationale for government policies; this will lead to increasing skepticism about the fairness and
accountability of government officials and the decisions they make.

Currently, federal and state open records laws are the primary vehicles to making government
use of algorithms more transparent. These methods are imperfect because government responses
to requests for sources codes and other relevant data are typically slow, incomplete, or
nonresponsive. Therefore, we urge the City Council to pass Int. 1696 as soon as possible because
the civil liberties and civil rights of New Yorkers depend on it.

18 pobert Brauneis and Ellen P. Goodman, Algorithmic Transparency for The Smart City at 15 {2017),
https://papers.ssrm.com/sol3/papers.cfm?abstract_id=3012499.
12 Robert Brauneis and Ellen P. Goodman, Algorithmic Transparency for The Smart City at 19 (2017),
https://papers.ssrn.com/sol3/papers.cim?abstract_id=3012499.
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Dear Chairman Vacca and Members of the New York City Council’s Committee on
Technology:

Thank you very much for giving me this opportunity to speak to the Committee today. My
name is Rachel Levinson-Waldmar, and I am Senior Counsel to the Liberty and National
Security Program at the Brennan Center for Justice. I am pleased to be testifying today about
the Committee’s bill to require that agencies using algorithms to engage in policing, among
other services, disclose the source code for those algorithms and allow users to submit data
for processing.

The Brennan Center is a nonpartisan law and policy institute that seeks to improve our
systems of democracy and justice. The Liberty and National Security Program focuses on
restoring the proper flow of information between the government and the people by
securing increased public access to government information; ensuring government pohc1es
targeting terrorists do so effectively and without religious or ethnic profiling; and securing
appropriate government oversight and accountability.
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As part of that work, I filed a Freedom of Information Law (FOIL) request last year with the
New York City Police Department, requesting information about the New York City Police
Department’s use of predictive policing technologies.

By way of background, predictive policing involves the use of statistics or algorithms to
make inferences about crime - the risk that crime is going to occur in a particular geographic
area or jurisdiction, or the risk that a particular person is going to commit a crime. Predictive
policing has been the subject of considerable criticism from civil rights and civil liberties
advocates.! There have been significant concerns that predictive policing both relies on and
recreates patterns of biased law enforcement, simply sending officers back to neighborhoods
that are already overpoliced.? In addition, there is little proof that predictive policing is
actually effective in predicting and reducing crime.? One phrase often used is that predictive
policing predicts policing - it does not predict crime.*

In light of these concerns, transparency regarding the code that provides the foundation for
predictive policing is paramount.5 According to publicly available documents that we
reviewed in preparation for our FOIL request, the NYPD expected to spend about $45
million on predictive policing technologies over the course of five years.¢ However, there

1 See, ¢,6,, Leadership Conference on Civil and Human Righs, et al., Predictive Policing Today: A Shared
Statement of Civil Rights Concerns (Aug. 31, 2016), available at
htp://civilrightsdocs.info/pdf/FINAL_JointStatementPredictivePolicing.pdf.

2 See, e,9., Jack Smith IV, Crime-prediction tool PredPol amplifies racially biased policing, study shows, MIC (Oct. 9, 2016),
https:// mic.com/articles/ 156286/ crime-predictiontool-pred- pol-only-amplifies-racially-biased-policing:
study-shows (last visited Oct. 15, 2017); see also Laura Nahmias, NYPD Testing Crime-Forecast Software,
PoLITICO (July 8, 2015, 5:52 AM EDT), http://www.politico.com/ states/ new-yorl/ city-
hall/story/2015/07/ nypd-testing-crime-forecast-software-090820 (quoting maker of predictive policing
software as noting the importance of assessing “how we apply statistics and data in a way that’s going to be
sensitive to civil rights and surveillance and privacy concerns”).

3 See, e, WILLIAM J. HAYES, NAVAL POSTGRADUATE SCH., CASE STUDIES OF PREDICTIVE ANALYSIS
APPLICATIONS IN LAW ENFORCEMENT (Dec. 2015), available at hitps://www.hsdl.org/?view&did =790324;
Martin Maximino, The Effectiveness of Predictive Policing: Lessons From A Randomized Controlled Trial, JOURNALIST
RES. (last updated Nov. 6, 2014), https://journalistsresource.org/studies/ government/ criminal-

justice/ predictive-policing-randomized-controlled-trial; Matt Stroud, Chicago’s Predictive Policing Tool Just Failed
A Major Test (Aug. 19, 2016, 10:28 AM EDT), https:// www.theverge.com/ 2016/8/19/12552384/ chicago-
heat-list-tool-failed-rand-test.

+ See Ezekiel Edwards, Predictive Policing Software Is More Accurate At Predicting Poliving Than Predicting Crime,
HUFFPOST (Aug. 31, 2016, 2:58 EDT), https://www.huffingtonpost.com/ entry/ predictive-policing-
reform_us_57c6ffe0e4b0e60d31dc9120.

5 See David Black, Here Comes Predictive Policing: The Next Wave of Crimefighting Technology Is Being Tested In New
York City, NY. DAILY NEWS (Jan. 24, 2016), http:// www.nydailynews.com/ opinion/ david-black-predictive-
policing-article-1.2506580 (last visited Oct. 15, 2017) (“Most important, the use of predictive policing
technologies must be transparent — and carefully overseen by vigilant citizens themselves.”).

6 See, .., ATY OF N.Y., DEVELOPING THE NYPD’S INFORMATION TECHNOLOGY 6-7, available at
http://home.nyc.gov/html/nypd/html/home/POA/ pdf/ Technology.pdf (last visited Oct.

16, 2017); Mayor de Blasio, Police Commissioner Bratton Annonnce CompStar 2.0, ITY OF N.Y. (Feb. 23,
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was little information publicly available about how the department intended to use the
technologies, what information would be inputted, and how the community would be
affected, among other questions. Without more information, we were concerned that the
police department’s use of predictive policing was occurring in the dark, with little
information available to the most affected communities about how policing decisions were
being made or opportunity for those communities to make their concerns known.

We therefore filed a FOIL request last July for a range of documents, including information
about how the NYPD’s predictive policing program was using the data put into it, and the
specific algorithms in use. The NYPD rejected our request in a one-page letter, providing no
records in response. We appealed, and the department denied our appeal, again disclosing no
records or other information about their predictive policing program.

In December of 2016, we sued; in our lawsuit, we emphasized the important interests in
transparency that FOIL embodies, much as this legislation does as well” Almost immediately
after we filed suit, the NYPD disclosed a number of documents - but they refused to
disclose the source code for their predictive policing algorithm, and have continued to refuse
to disclose a range of other important information.8 As a result, there is still far too little
known about the practical mechanics of this policing practice.

It is worth noting that the NYPD has expressed concerns about making the source code for
it predictive policing program publicly known; the department has argued that with the
source code in hand, criminals could learn where police officers will be patrolling and evade
detection. We believe — as we have told the NYPD and the judge hearing our case - that this
risk is remote. Predictive policing programs generally identify limited areas where officers are
directed to spend some fraction of each shift; they do not direct or reveal the location of
each officer at every moment, and they are extremely unlikely to provide a detailed roadmap
to the curious criminal.

On the flip side, as detailed above, the public benefits to understanding the workings of this
program are significant. The NYPD has touted itself as being the most transparent police
department in the world.? In fact, as our experience shows, the NYPD has frequently

2016), http://wwwl.nyc.gov/ office- of-the- mayor/ news/ 199- 16/ transcript-mayor-deblasio-police-
commissioner-bratton-compstat-2-0# /0 (last visited Oct. 16, 2017).

7 Brennan Center for Justice v. New York Police Department, BRENNAN CTR. FOR JUSTICE (May 19, 2017),
https://www.brennancenter.org/legal- work/brennan-center-justice-v-new-york-police-department (linking to
the Brennan Center’s FOIA request and appeal; the NYPD’s denial of the request and denial of appeal; and
the legal documents filed in the litigation).

8 See Rachel Levinson-Waldman & Erica Posey, Predictive Policing Goes to Conrt, BRENNAN CTR. FOR JUSTICE
(Sept. 5, 2017), https://www.brennancenter.org/blog/ predictive-policing-goes-court (While the Brennan
Center narrowed its request to exclude the source code as a show of good faith, and to hasten the production
of the other records requested, it did not concede that the source code is exempt from disclosure.).

9 See JPat Brown, Five Examples of the NYPD's Commitment to “Transparensy,” MUCKROCK (June 14, 2017),

https://www.muckrock.com/ news/ archives/2017/jun/ 14/ five-examples-nypd-transparency/.
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resisted transparency, requiring groups like the Brennan Center and journalists to expend
significant resources in trying to extract information of critical interest to the public.10
Similarly, little was known about the department’s multi-year contract with the data analytics
giant Palantir - which was apparently crunching information about arrest records, license-
plate reads, parking tickets, and more - until a Buzzfeed article came out this past June.!!
This is why the Brennan Center also supports the POST Act, a bill co-sponsored by Council
Members Garodnick and Gibson, which would require the NYPD to publicly report on the
surveillance tools it uses and the rules for using them.!2

In sum, this bill, Int. 1696, would be a groundbreaking measure and a significant step
forward in transparency, and would significantly contribute to the NYPD’s program of
community engagement.!> The Brennan Center strongly supports its passage. I would be
happy to answer any questions or to provide any additional information.

10 See, e,g., Adam Klasfield, Sound-Cannon Case Heralds E-Transparency for NYPD, COURTHOUSE NEWS (June 30,
2017), https:// www.courthousenews.com/sound-cannons-case-heralds-e-transparency-nypd/; Brown, supra
note 9.

11 Emily Hockett & Michael Price, Palantir Contract Dispute Exposes NYPD's Lack of Transparency, JUST
SECURITY (July 20, 2017, 1:43 PM), hitps://www.justsecurity.org/ 43397/ palantir-contract-dispute-exposes-
nypds-lack-transparency/.

12 For more on the POST Act, short for Public Oversight of Surveillance Technology Act, see Michael Price,
Margot Adams, & Lamya Agarwala, POST Act Hearing Round-Up, BRENNAN CTR. FOR JUSTICE (June 21,

2017), https://www.brennancenter.org/blog/post-act-hearing-round-0; The Public Oversight of Surveillance
Technolggy (POST) Act: A Resonrce Page, BRENNAN CIR. FOR JUSTICE (June 12, 2017),

https://www.brennancenter.org/analysis/ public-oversight- police-technology- post-act-resource-page.
13 See, e,g, WILLIAM J. BRATTON, THE NYPD PLAN OF ACTION AND THE NEIGHBORHOOD POLICING

PLAN: A REALISTIC FRAMEWORK FOR CONNECTING POLICE AND COMMUNITIES (NYPD 2015), available at
http://home.nyc.gov/ html/nypd/html/home/POA/ pdf/Plan-of- Action.pdf.
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My name is Yung-Mi Lee. I am a Supervising Attorney in the Criminal Defense Practice at
Brooklyn Defender Services (BDS). BDS provides multi-disciplinary and client-centered
criminal, family, and immigration defense, as well as civil legal services, social work support
and advocacy, for over 30,000 clients in Brooklyn every year. I thank the New York City
Council Committee on Technology, and in particular Chair James Vacca, for holding this
hearing today on Int. 1696, which would establish basic transparency in New York City’s
automated processing of data for the purposes of targeting services, imposing penalties, or
policing.

BDS SUPPORTS Int. 1696

The arrival of the digital age in the criminal legal system has been heralded by technology
entrepreneurs, law enforcement leaders, and some academics, but it presents a series of new
threats to the liberty and well-being of our clients that warrant deeper investigation. However,
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many of these technological advances are deemed proprietary or otherwise kept secret by police,
making true accountability all but impossible. At worst, such tools provide a veneer of color- and
class-blind objectivity while exacerbating the racial and economic discrimination and other
inequalities in law enforcement practices and criminal and civil penalties. From law
enforcement’s use of facial recognition software that disproportionately misidentifies Black
people to so-called gang databases and designations that indefinitely flag people for harsh
surveillance or worse, based on who they stand beside in a Facebook photo, apparently with no
way to be removed, there are numerous examples of technology reinforcing, rather than
mitigating or eliminating, biases that afflict our society as a whole. Two key examples that I will
focus on are the rise of pre-trial Risk Assessment Instruments (RAT’s) and so-called predictive
policing, Int. 1696 will shine a necessary spotlight on these and other areas of the modern
surveillance and punishment system.

RAI’s and Pre-Trial Detention

Across the United States, nearly a half a million people are detained pre-trial—legally presumed
innocent but locked in a cage. The majority of these individuals are legally eligible for release on
bail, but detained because courts set bail in an amount and form they cannot afford. Financial
conditions of release are, on their face, discriminatory and amplify broader inequalities in
society. While attempts at reform have come in cycles for the last several decades, the most
onerous forms of money bail remain in use in most of the country. Meanwhile, multinational
surety companies have profited from this mass misery through the financing of the bail bonds
industry, which is banned in every country except the United States and the Philippines. Because
the courts generally only accept bail in cash or commercial bail bond—as opposed to, for
example, an unsecured bond—bail bond agents are often a family’s only hope for getting a loved
one out of jail. These agents can charge exorbitant unrefundable fees, demand unlimited
collateral and impose onerous conditions, all with no meaningful oversight by local, state, or
federal regulators. The industry siphons billions of dollars from marginalized communities
across the country while leaving the majority of people with bail set to suffer in jail.

Understandably, there is a demand for something—anything—different, but policymakers must
be deliberate about reform. Specifically, the goal of bail reform must be to reduce pre-trial
detention and eliminate racial and other disparities. The zeitgeist in bail reform is the promotion
of RAI’s to drive decisions about pre-trial detention, but it is not clear this approach will help,
rather than harm. RATs purport to objectively and accurately predict one outcome or another, In
reality, RAIs function as a proxy for a series of subjective, human decisions. People decide
whether to attempt to measure risk of flight, risk of future criminality, risk of re-arrest, or some
combination of the three. People decide what level of offense to attempt to predict, i.e. any
offense or a serious offense. People decide which factors to consider in the assessment and how
much weight to attribute to each factor in the overall risk score. People then decide what
qualitative conclusions to draw from these risk scores, establishing benchmarks for low,
medium, and high risks. Finally, judges decide what weight to give the risk assessment when
issuing decisions regarding release, supervision, and predictive detention.

In practice, RAIs typically use a series of highly discriminatory metrics that provide little or no
utility to seeing the future. Common factors include homelessness, employment status, school
enrollment, age, family connections, prior convictions, and prior incarceration. RAI proprietors
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argue their tools are not discriminatory because they do not consider demographic information,
but this analysis ignores the pre-existing sharp disparities in the aforementioned factors. A
landmark ProPublica investigation of RAIs found one commonly used tool was more likely to
falsely identify Black people as likely to commit a crime. The investigation also found this RAI
to be only “somewhat more accurate than a coin flip” in determining a risk of re-offense, and
“remarkably unreliable” in predicting violent crime.

RAIs come with a unique threat to liberty in New York State: a concurrent push to allow judges
to make assumptions about dangerousness, using RAISs, in pre-trial detention decisions. Under
current state law, judges may only consider a risk of flight, with certain exceptions. While RATs
can be used exclusively to measure this risk, many high-level policymakers, including Mayor de
Blasio, are urging changes to the bail statute so that dangerousness may be assessed and
considered as well. As such, the first order of business is to stop this rush toward dystopic
preventive detention. There is ample evidence that even a few days in jail can be criminogenic;
preventive detention is a counterproductive tool of public safety. Moreover, there is no guarantee
that adding dangerousness to the statute would significantly reduce jail populations. Results
across the country are mixed, and courts in New York City already have comparatively high
rates of releasing people on their own recognizance.

In short, RAT’s, by their nature, bypass an individual’s right to due process and the
individualized, case by case, analyses required of prosecutors, judges and defense attorneys.

The transparency in RAIs afforded by this legislation is critical for policymakers and the public
to analyze their efficacy and fairness. Many such assessments are currently proprietary.
Currently, the Mayor’s Office of Criminal Justice Services is engaged in a good-faith effort to
improve its pre-trial RAI, and it is critical that it be fully transparent. Transparency requires the
release of any and all data used to formulate any RAI. Moreover, the public should have an
opportunity to recommend changes before it is implemented.

Importantly, pre-trial detention may not meet the legal definition of a penalty. This
legislation should be amended to explicitly include algorithms used to determine custodial
detention, incarceration, civil commitment, and supervised release.

There are many better ways to incentivize pre-trial freedom and discourage pre-trial detention,
including through expanded use of the unsecured appearance bonds that are already permitted by
state. These alternatives must be pursued aggressively. BDS has testified before the Council
about bail reform in the past and would be happy to further discuss the issue.

Predictive Policing

Predictive Policing uses algorithms and computer modeling to attempt to predict and prevent
crime, including through targeted allocations of resources. In its grudging and incomplete
responses to FOIL requests from the Brennan Center for Justice, the NYPD has acknowledge the
use of a predictive policing system that was developed in-house as well as a prior purchase of
Palantir, a commercial predictive policing product. With both systems, NYPD has stonewalled
requests for transparency, citing either trade secrets or vague security concerns. There is a high
likelthood that these systems disproportionately impact low-income people of color and other
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heavily policed groups, but refusing to disclose, for example, the information inputs and the
possible or actual outputs, serves to shield the NYPD from scrutiny. Likewise, the public is
prevented from evaluating the system’s efficacy and cost-effectiveness. Perhaps resources
allocated to identifying a particular housing development and/or certain of its residents as likely
sources of crime would be better spent identifying and fulfilling community needs like jobs,
affordable and accessible public transit, and quality community-based mental health services.

Int. 1696 will open a window in predictive policing operations and allow us to better evaluate its
safeguards against civil rights violations, utility and appropriateness.

The Limits of Transparency

BDS strongly supports the Council’s years-long efforts to establish more transparency in the
criminal legal system, but we also recognize the limits of this approach. Ultimately, we as a
democratic society must retain the ability to direct our law enforcement, not the reverse.
Transparency is an important tool of community control, but it should not be mistaken for the
endgame for policymakers. As public defenders, it is impossible for us to zealously protect our
clients’ Constitutional rights without knowing, for example, whether the NYPD officers are
parked outside their homes in an x-ray van and how they determined their targets; disclosure of
this information is therefore critical but the Council should also explore outright prohibitions on
certain domestic spying operations. Likewise, the Council or Comptroller could exert authority
to block the purchase of improper and invasive technology used for profiling. Ultimately, the
Council must regard law enforcement secrecy as a political tool, in addition to a public safety
tool. Without transparency, those of us who urge a shift away from punishment and control
toward community support are at an information disadvantage, but we know more than enough
from lawsuits and police and civilian recordings to rein in the discriminatory and abusive
practices of law enforcement and reinvest in communities.

Thank you for your time and consideration of our comments. If you have any questions, please
feel free to reach out to Jared Chausow in our Policy and Advocacy Unit at 718-254-0700 ext.
382 or jchausow@bds.org.
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Introduction
My name is Scott Levy. | am Special Counsel to the Criminal Defense Practice at The Bronx
Defenders. Thank you for the opportunity to testify today.

Today’s hearing is a crucial first step in tackling one of the most pressing issues New York City
will face in the coming decades. Computer algorithms -- often developed by third parties and
implemented out of the public eye -- are appearing more and more frequently in the criminal
justice system and are being used to make and influence ever-more-consequential decisions.
There is virtually no transparency or accountability for these data tools.

Nowhere is this truer than in our pretrial detention system. As we speak, the Mayor’s Office of
Criminal Justice is collaborating with the Criminal Justice Agency and a private consulting firm to
develop a next-generation computer algorithm to predict whether people charged with crimes in
the City’s criminal courts will return to court. This tool will be used by judges in the Bronx and
across the City to make hundreds of bail decisions every day, determining whether our clients
and other New Yorkers go home to their families and communities or, instead, sit for days,
weeks, or months on Rikers Island.

We, along with many in the City, want Rikers closed as soon as possible, but we fear that these
algorithms may ultimately lead to increased use of pretrial detention and hinder our ability to
close Rikers quickly. They will also likely exacerbate existing racial disparities in our criminal
justice system. Meaningful transparency and accountability -- and engagement from the City
Council - are absolutely necessary to ensure that the algorithms developed by the
Administration do not undermine our commitment to a fairer and more just criminal justice
system.

Predictive Algorithms Do Not Guarantee a Decrease in the Rikers Population

New York City already enjoys one of the highest rates of pretrial release in the country. There
remains significant work to be done, but we shouid take care that we do not backslide in our
efforts to innovate. Predictive algorithms like the one being developed by the Administration in




no way guarantee decreases in pretrial jail populations. Indeed, they can be used to fill jails just
as easily as they can be used to empty them. These algorithms present an enticing but
ultimately false promise that we can accurately predict whether an individual will come back to
court. We cannot -- and attempts to do so will likely lead to more people sitting in jail while they
await trial.

The primary goal of any bail reform effort should be reducing pretrial detention, and we should
evaluate any algorithm the Administration plans to introduce by that metric. We believe that
over-reliance on computers to make pretrial detention decisions threatens to do real harm to
those caught in the criminal justice system by obscuring and undermining our primary objective
of decarceration. Predictive algorithms are completely inaccessible to the very people they
affect most directly and unaccountable to the public. And they are value- and outcome-neutral
-- that is, they cannot reflect shared values of justice, mercy, and compassion, or grapple with a
history of racial disparities. The Council can play a vital role in that process by requiring
complete transparency and accountability and by insisting that the City adopt a “do no harm”
approach to using algorithms in the pretrial justice system.

Predictive Algorithms Inevitably Exacerbate Racial Disparities

Predictive algorithms are only as good as the data that goes into them. Because the data that
goes into criminal justice algorithms are tainted by years of racial disparities in arrest and
conviction rates, the resulting tools with inevitably reflect and exacerbate pre-existing disparities.
This is particularly problematic in light of the fact these tools will never be able to predict an
individual's future behavior with any real accuracy. Studies show that computer-generated
algorithms will inevitably place more people of color in “high risk” categories, leading to
disproportionate rates of pretrial detention and negative case outcomes. As Laurel Eckhouse of
the Human Rights Data Analysis Group wrote in a February 2017 Washington Post op-ed:
“Inputs derived from biased policing will inevitably make black and Latino defendants look riskier
than white defendants to a computer. As a result, data-driven decision-making risks
exacerbating, rather than eliminating, racial bias in criminal justice."" The Council should take a
leading role in preventing this.

Transparency Is Essential for Meaningful Accountability

Requiring transparency in the development and implementation of predictive algorithms in the
pretrial detention system is a crucial first step, but it does not ensure the type of meaningful
accountability we desperately need. In particular, data transparency after the fact -- that is,
sharing source code only after a new algorithm has been introduced -- is insufficient.
Particularly in the criminal justice system, where individual liberty is at stake and mistakes in
algorithms can mean months or years on Rikers island for presumptively innocent people, City
agencies should be required to assess and report on the likely impacts of these algorithms long
before they are applied to anyone. Earlier this year, the City Council took a step in this direction

' Laurel Eckhouse, “Big data may be reinforcing racial bias in the criminal justice system,” Wash. Post,
Feb. 10, 2017.



by requiring certain agencies to create ‘equity assessments"-to-address-disparate-outcomes on
the basis of race, income, gender identity, and sexual orientation.? The Council should require
the Administration to do similar assessments prior to the implementation of any algorithm that
will be used to determine or influence whether a person will be deprived of his or her liberty.
And there should be a period of public comment to ensure meaningful transparency and
accountability.

Moreover, City agencies shouid not be able to shield these tools from public scrutiny by
engaging third parties to create and implement them. Indeed, when these powerful and
consequential tools are wielded on behalf of the City by private firms and organizations, the
need for transparency and accountability is even greater. Whether created by a City agency or -
private firm, both thé full details and the compiete data set(s) used to deveiop any proposed
algorithm must be made public for accountability to be meaningful.

A Caution about “Dangerousness”

Our skepticism and opposition to the unchecked proliferation of computer algorithms in the
criminal justice system is colored by the ongoing debate over bail reform at the state level - in
particular, the effort to add considerations of “dangerousness” to the New York's bail statute. [t
is a point of pride that New York's current bail statute does not aliow judges to consider a
person’s “dangerousness” when making a bail determination. In fact, the State Legislature
specifically considered and rejected adding “dangerousness” to the statute in the early 1970's,
rightly fearing that allowing judges to consider a person’s “dangerousness” would invite judges
to indulge in negative racial stereotypes that would disproportionately affect low-income
communities of color. New York State is exceptional in its rejection of “"dangerousness”
considerations in bail determinations. In this light, it is no coincidence that New York City is also
a leader in pretrial release. The progress and innovation we have seen in recent years in the
City are tied to the exceptional nature of our current bail statute. Adding “dangerousness” to the

state bail statute would represent a significant step in the wrong direction.

The concerns we have raised about computer-generated algorithms in the pretrial justice
system would be magnified if “dangerousness” were added to the bail statute. Algorithms that
purport to predict a person’s dangerousness would not only give license to implicit racial bias
and exacerbate existing racial disparities, but would inevitably increase the City’s jail population.
And they would be virtually impenetrable to the tens of thousands of peaple subject to them
every year. When individual liberty is at stake, our system demands careful, thoughtful, and
individualized consideration, not unquestioning deference to computer-generated risk scores.
We hope that the Council will join us in opposition of “‘dangerousness” to New York’s bail statute.

Thank you again for the opportunity to testify before you oday.

2 See int. No. 1500-B.



Good afternoon!

My name is Julia Stoyanovich, | am a resident of New York City (District 7). | hold a
Ph.D. in Computer Science from Columbia University. | am an Assistant Professor of
Computer Science at Drexel University in Philadelphia, and an affiliated faculty at the
Center for Information Technology Policy at Princeton University. In my research and
teaching, | focus on data management and data science topics, including algorithmic
ethics: fairness, accountability and transparency. | am also the founder of the Data,
Responsibly consortium.

My statement is based on conversations with Ellen P. Goodman (Professor of Law at
Rutgers University), Serge Abiteboul (Researcher at INRIA and Distinguished Professor
at Ecole Normale Supérieure, Paris, France) and Bill Howe (Associate Professor at the
Information School at the University of Washington).

I would like to commend Councilman Vacca on sponsoring an ambitious bill on
algorithmic transparency. Transparency of algorithms that are used in the public sector
refers to making explicit the design and policy choices these algorithms

embed. Transparency of digital governance is essential because it enables
accountability to the public, facilitates public debate about policy, and helps move our
democracy forward.

Howaever, it is my belief that the bill under discussion requires significant improvement to
achieve its intended goal. In my statement, | will focus on three critical shortcomings of
the bill, namely that:

1. algorithmic transparency cannot be achieved without data transparency;

2. results received by the user by interacting with the system must be made
interpretable;

3. enacting transparency will require significant technological effort on the part of
the agencies, for which more time will be necessary than is currently provisioned.

| now briefly discuss each of these points in turn, and conclude with a set of
recommendations.

My first point relates to the first part of the proposed amendment: “publish on such
agency's website the source code of such system.” While making source code publicly
available is a significant step towards transparency (as long as the posted code is
readable, well-documented and complete), meaningful transparency of algorithmic
processes cannot be achieved without transparency of data.

In the case of predictive analytics, data is used to customize algorithm behavior - this is
called "training.” The same algorithm may exhibit radically different behavior -- make
different predictions; make a different number of mistakes, and even different kinds of
mistakes -- when trained on two different datasets. In other words, without access to
training data, we cannot know how a predictive analytics method will actually

behave. Algorithms of this kind are used, for example, in predictive policing software.



Other decision-making algorithms, including, for example, scoring methods like the VI-
SPDAT, which is used to pricritize homeless individuals for receiving services, and
matchmaking methods such as those used by the Department of Education to assign
children to spots in public schools, do not explicitly attempt to predict future behavior
based on past behavior. Yet, these algorithms also rely on data in important ways: they
are designed and validated using data.

What do we mean by data transparency? One immediate interpretation of this term is -
making the training and validation datasets publicly available. However, while data
should be made open whenever possible, much of it is sensitive and cannot be shared
“directly. That is, data transparency is in tension with the privacy of individuals who are
included in the dataset.

An alternative interpretation of data transparency is as follows: In addition to releasing
training and validation datasets whenever possible, agencies shall make publicly
available information about the data collection and pre-processing methodology, in terms
of assumptions, inclusion criteria, known sources of bias, and data quality. Agencies
shall make publicly available summaries of statistical properties of the datasets, while
using state-of-the-art methods 1o preserve the privacy of individuals. When appropriate,
privacy-preserving synthetic datasets can be released in lieu of real datasets, if real
datasets are sensitive and cannot be released to the public.

My second point relates to part 2 of the proposed bill: “permit a user to (i) submit data
into such system for self-testing and {ii) receive the results of having such data
processed by such system.” To facilitate transparency, the result of the self-test
program should be interpretable, insightful and actionable. For example, suppose
that software is used to score and rank individuals for access to a service. If a user
enters her data and receives the resuit -- a score of 42 -- this will not explain to the user
why she was scored in this way, how she compares to others, and what she can do to
potentially improve her outcome.

Establishing appropriate result presentation methodology that supports interpretabitity
will require a deep understanding of the technical and policy context on the part of the
agency. As part of the result, data that pertains to other individuals, or a summary of
such data, may need to be released to the user, for example, to explain which users, or
groups of users, receive a higher score, or a better outcome. This functionality requires
data transparency mechanisms discussed above.

Further, when a user receives a result, she must be able to challenge it by submitting a
request for additional explanation, or correction, to the agency.

Finally, in addition to allowing individual users to interrogate the system, it is important to
establish an auditor role in support of systematic verification. An auditor may be granted
access to more data than what the general public is allowed to see, and will have a
sufficient level of technical expertise to test software for properties like robustness,
correctness and non-discrimination with respect to legally protected groups.

My third point is brief, and relates to paragraph 2 of the amendment “this local law
takes effect 120 days after it becomes law.” Enacting this amendment will require



significant technological effort on the part of the agencies. it will require careful planning,
financial resources and time. As an illustration of two recent public actions of a similar
nature: the French Digital Republic Act came into effect on October 7, 20186, following a
year-long process, while the EU General Data Protection Regulation (GDPR) was
adopted on April 27, 2016 and will become enforceable on May 25, 2018, more than two
years later.

In summary, | recommend:
1. that data transparency be considered in this amendment as an integral part of
algorithmic transparencys;
2. that users be provided interpretable self-testing results, and have an option to
request additional explanation or correction; and
3. that a realistic plan for enactment of the amendment be put in place, with a
longer timeline.

Thank you for your attention!
Julia Stoyanovich

stoyanovich@drexel.edu
www.dataresponsibly.com
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Dear Chairman Vacca,

On behalf of the Center for Democracy & Technology {CDT),! | write to offer recommendations for the City of
New York to govern the algorithms it uses to make decisions affecting New Yorkers. Agencies at all levels of
government are turning to automation and machine-learning algorithms to help make decisions that affect
individuals’ rights and access to resources. In New York City, computer algorithms have been used to assign
children to public schools,” rate teachers,’ target buildings for fire inspections,® and make policing decisions.’
These algorithms can process large amounts of data and uncover patterns ar insights to drive decision-making.
However, they are not neutral decision makers.

When governments use algorithms to make or assist with decisions, those algorithms become public policy,
subject to public oversight.® This is true regardless of whether the algorithm is created by a government agency
or a private vendor. The City of New York has an obligation to understand, scrutinize, and explain how its
algorithms make decisions affecting New Yorkers.

At minimum, the city should ensure and demonstrate to the public that NYC's algorithmic decision-making tools
{1) are aligned with the city’s policy goals and the public interest; (2) work as intended; (3) do not use data to

! The Center for Democracy & Technology (CDT} is a non-profit S01(c)(3) organization dedicated to protecting digital rights and the free
and open internet. COT's Digital Decisions project advocates for more thoughtful and equitable approaches to big data and automation
{{https://cdt.org/issue/privacy-data/digital-decisions/). Qur Digital Decisions tool is designed to help engineers and policy makers assess
and surface potential bias in aigorithms (https://edt.org/blog/digital-decisions-tool/).

2 Amy Zimmer, High Schools Dole Out Misinformation About Admissions Process, Parents Say, DNAInfo {Nov. 15, 2016),
https://www.dnainfo.com/new-york/20161115/kensington/nyc-high-school-admissions-ranking.

? Cathy O'Neil, Don’t Grade Teachers with a Bad Algorithm, Bloomberg {May 15, 2017), https://www.bloomberg.com/view/articles/2017-
05-15/don-t-grade-teachers-with-a-bad-algorithm.

s Mayor Bloomberg and Fire Commissioner Cassano Announce New Risk-based Fire inspections Citywide Based on Data Mined from City
Records, NYC.gov (May 15, 2013), http://www1.nyc.gov/office-of-the-mayor/news/163-13/mayor-bloomberg-fire-commissioner-
cassano-new-risk-based-fire-inspections-citywide#/6.

5 See Brennan Center for lustice, Brennan Center for Justice v. New York City Police Department, brennancenter.org (May 19, 2017},
https://www.brennancenter.org/legal-work/brennan-center-justice-v-new-york-police-department.

€ see generally, e.g., Robert Brauneis & Ellen P. Goodman, Algorithmic Transparency for the Smart City, Yale 3. L. & Tech. {forthcoming),
https://papers.ssrn.com/sol3/papers.cim?abstract_id=3012499&download=yes.
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marginalize minority or vulnerable populations and exacerbate inequality; (4) provide meaningful transparency
to New Yorkers so that they can appeal and seek remedy for automated decisions that are incorrect, unjust, or
contrary to law.

1. The City of New York is responsible for ensuring that its algorithmic decision-making is aligned with the
city’s policy goals and the public interest.

Agencies often rely on third parties to develop algorithms for use in the public sector.’” Although these
algorithms may be developed and maintained by private entities, their judgments still represent public policy.
Public officials must be able to evaluate these models to ensure that they serve the City’s purposes and the
public’s interest.

For example, city officials must decide how to distribute error in criminal justice algorithms. Many jurisdictions
use risk assessment tools to help make decisions about people in the criminal justice system based on the
projected likelihood that those people will commit future crimes.? These decisions can range from allocating
resources to selecting parole candidates to determining sentences. Each algorithm will produce some error, but
city officials must make policy decisions about the relative cost of false negatives (falsely classifying a high-risk
individual as low-risk) versus false positives (falsely classifying a low-risk individual as high-risk).? These decisions
must consider the type of prediction being made (e.g. violent crime versus non-violent crime}, the consequences
of a high-risk prediction {e.g. counseling versus a longer prison sentence), and the context in which the tool is
being used (e.g. a trial versus an in-home social worker visit). This judgment will always require balancing of
competing values, such as the desire to minimize risk of crime and the goal of giving each person an opportunity
for rehabilitation. Policy makers must engage in careful balancing and not outsource policy decisions to vendors.

2. The City must ensure that its algorithms work as intended.

There is no shortage of companies ready to license their automated tools to government agencies, and city
officials must be prepared to evaluate whether those tools actually meet the city’s needs. For example, the
United States Department of Agriculture Food and Nutrition Service (FNS) has recommended that states use
web-based automated tools to monitor illegal attempts to sell or solicit SNAP benefits online.’® However, a
Government Accountability Office {GAQ) test of these tools found that they were impractical for detecting
fraudulent social media posts because of technological limitations.'' The tools could not detect geographic
location information in posts, so states could not limit their searches to their jurisdictions, and the tools also

? See generally, e.g., id.
8 see, e.g., Julia Angwin et al., Machine Bias, ProPublica (May 23, 2016), https://www.propublica.org/article/machine-bias-risk-
assessments-in-criminal-sentencing.
? See Brauneis & Goodman, supra note 6, at 12-13.
1 Gov. Accountability Office, GAO-14-641, Enhanced Detection Tools and Reporting Could Improve Efforts to Combat Recipient Fraud,
ﬁeport to Ranking Member, Comm. on the Budget (2014), http://www.gao.gov/assets/670/665383.pdf.

id.
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used search methods that were not supported by social media platforms.’ Ultimately, the tools were
significantly outperformed by manual searches for SNAP fraud.” Before purchasing, recommending, or requiring
the adoption of automated tools, city officials must ask whether the types of analysis those tools perform, and
their technical capabilities, suit the city’s needs.

3. The City should avoid using data in ways that marginalize vulnerable populations and exacerbate
inequality.

Algorithms use the examples in training data to make decisions or predictions in new cases. If the training data
represents discrimination on the basis of race, gender, or other class distinctions, the resulting model may learn
to invidiously discriminate. This has been well-documented in the criminal justice context, where algorithms are
typically trained on police records reflecting law enforcement bias and disproportionate arrests and
incarceration of black Americans.'* Some algorithms have been found to produce less accurate results for
people of color than for whites, possibly because people of color were underrepresented in the training data.
This includes facial recognition algorithms used by law enforcement™ as well as commercial tools for processing
social media posts.'®

It's imperative that city officials understand the data used to train public-sector algoritbms, where the data
comes from, and how it might represent bias. Officials should also test—independently or with vendors—for
potential discriminatory effects. If testing is conducted by the vendor, city officials should obtain documentation
of how the tests were conducted, what potential biases were uncovered, and how the model was adjusted to
mitigate bias.

4. The City should provide meaningful transparency to New Yorkers about how it uses algorithms to make
decisions.

While most government policy is found in documents that the public can access and evaluate, policy contained
in algorithms is often shrouded by trade secrets and hidden from public scrutiny. For example, like many states
and localities, both New York State and New York City have adopted the “Value Added Model” (VAM) for

1214, at 29-30.

By,

14 See, e.g., Angwin et al., supra note 8; Julia Angwin and Jeff Larson, Bias in Criminal Risk Scores is Mathematically Inevitable, Researchers
Say, ProPublica (Dec. 30, 2016), https://www.propublica.org/article/bias-in-criminal-risk-scores-is-mathematically-inevitable-researchers-
say.

15 See Claire Garvie, Alvaro M. Bedoya & Jonathan Frankle, Georgetown Law Center on Privacy & Technology, The Perpetual Lineup:
Unregulated Police Face Recognition in America, 53-57 {Oct. 18, 2016), https://www.perpetuallineup.org/sites/default/files/2016-
12/The%20Perpetual®20Line-Up%20-%20Center%200n%20Privacy%20and%20Technology%20at%20Georgetown%20Law%20-
%20121616.pdf.

16 5ee Su Lin Bladgett and Brendan O'Connor, Racial Disparity in Natural Language Processing: A Case Study of Social Media African-
American English, 2017 Proceedings of the Fairness, Accountability & Transparency in Machine Learning Conference,
https://arxiv.org/pdf/1707.00061.pdf.
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evaluating and scoring teacher performance.”” Law Professors Robert Brauneis and Ellen P. Goodman submitted
a public records request to both the city and state to obtain information about the models.’® While the city sent
several letters stating that it needed more time to respond to the request, the state released a small number of
sample outputs—not enough to understand or evaluate the model.’® The contract between the New York State
Education Department and the model’s vendor, the American Institute of Research, provided that the
“methodologies or measures” provided by the contractor were “proprietary information” and could not be
disclosed by the Education Department.”® These broad trade secret provisions are common in government
contracts for algorithmic tools and circumvent the traditional transparency function of open records jaws.?

The City of New York can take several steps to provide useful information to New Yorkers about how algorithms
carry out public policy. When city agencies license algorithms from third-party vendors, they should require the
vendors to document how the algorithms work, the data they are trained on, the variables they consider, their
accuracy and error distribution, how the algorithms have been tested and the results of those tests, and the
steps the vendor has taken to mitigate invidious discrimination by algorithms. City officials should also push back
against overly broad trade secret protection so that more information about public-sector algorithms can be
obtained through public records requests or made available by the city.

When algorithmic decisions affect people’s fundamental rights or vital interests (such as financial interests), the
city should be able to provide meaningful information about why the decision was made (e.g., what variables
were material to the decision) so that people can effectively challenge decisions and seek remedies for harm.

I would like to thank the Committee for addressing this important issue and for considering these
recommendations. Please reach out to me if with any questions or for assistance with future work on this issue.

Sincarely,

o e

Natasha Duarte, Policy Analyst
Center for Democracy & Technology
1401 K Street NW Suite 200
Washington, D.C. 20005
202.407.8822

natasha@cdt.org

17 gee Brauneis & Goodman, supra note 6, at 37-38.

8y,

Vg,

% see Taylor R. Moore, Center for Democracy & Technology, Trade Secrets & Algorithms as Barriers to Social Justice (2017),
https://cdt.org/files/2017/08/2017-07-31-Trade-Secret-Algorithms-as-Barriers-to-Sacial-Justice. pdf.
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