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COMMITTEE ON TECHNOLOGY 5

[sound check, pause]

CHAIRPERSON VACCA: [interposing] Thank
you, thank you everyone. [sound check, pause] --
teen, which I proposed to establish measures of
transparency when New York City agencies use
algorithms or other automatic processing methods to
target services, impose penalties or police persons.
This legislation requires agencies to publish the
source code of these systems, and permit users to
submit data for testing. I know at first glance that
this topic can—can appear to be extremely technical,
and to some people of little importance. However,
over the course of today’s hearing, I hope we can
demonstrate why algorithm—algorithm decision making
is, in fact, a matter of significant importance with
widespread implications for our city. We now live in
a time of unprecedented technological advancement
with new technologies playing an increasingly large
part in our everyday lives. During my time in public
service, I’'ve had to witness technology’s expanding
usage within government. The adoption of new
technologies undoubted offers us significant
benefits. They can vastly improve people’s everyday

lives making once difficult tasks seem easy allowing
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COMMITTEE ON TECHNOLOGY 6
us to communicate effortly—effortlessly, and enabling
us to operate more efficiently. Nevertheless, as we
deploy these technologies and admire their potential,
we must acknowledge that if left unchecked, they can
have negative repercussions. In today’s connected
world people produce massive amounts of data while
going about their everyday lives and when accessing
government services. This data is fundamental to our
city’s operation. To make use of this data, and to
make decisions many agencies deploy advanced data
analytics and algorithms, and recently algorithmic
tools are deployed throughout city agencies to
evaluate communities and individuals and to make
determinations about services and penalties. While
it is undeniable that these tools help city agencies
operate more effectively and do offer residents more
targeted impactful services, algorithms are not
without issue. These tools seem to offer objectivity
but we must be cognizant of the fact that algorithms
are simply a way of encoding assumptions that their
design can be biased, and that the very data they
posses can be flawed. Over the last year, the number
of studies of detailed situations in which algorithms

produced biased outcomes, and I expect we will hear
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COMMITTEE ON TECHNOLOGY 7
about a few of these cases during today’s hearing.
Now, despite the importance to government operations
and their potential problems, algorithms remain
hidden from the public view. In our city it is not
always clear when and why agencies deploy algorithms,
and when they do, it is often unclear what
assumptions they are based upon and what data they
even consider. This partially results from
algorithms natural complexity, but it is compounded
by a lack of transparency. I’ve heard of several
occasions on which members of the public requested
access to the internal workings of algorithms only to
be denied. A major issue was that algorithmic tools
are often developed by private companies, and these
companies are unwilling to disclose their methods. I
strong believe the public has a right to know when
decisions are made using algorithms, and they have a
right to know how these decisions are made. For
instance, when the Department of Education uses an
algorithm to assign children to different high
schools and a child is assigned to their sixth
choice, they and their family have a right to know
how—how that algorithm determined that their child

would get their sixth choice. They should not merely
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COMMITTEE ON TECHNOLOGY 8
be told that they were assigned to a school because
an algorithm made the most efficient allocation of
school seats. What is considered to be most
efficient? Who decided this? A mathematician, a
computer programmer? Additionally, when algorithms
factor into the allocation of city resources, it can
be more difficult for members of the City Council to
advocate for their constituents and to do the
oversight that we are mandated to do over this—as per
the City Charter. One of our main responsibilities
is to conduct oversight of city agencies and make
sure that people get these services. When there
appears to be inequities or a shortage of services,
it is our job to find out why and work too remedy the
issue. But if an allocation is determined by an
algorithm, we may be unable to contest the outcome.
For example, throughout my career in public service,
I’'ve attempted to learn why the police precinct I
represent have not gotten additional police manpower.
I’ve always felt that the number of police officers
in my two police precincts has been
disproportionately low, inadequate. To this day, no
one has fully told me what is the formula that the

Police Department uses to determine police manpower.
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COMMITTEE ON TECHNOLOGY 9

I don’t know what it is. I don’t know how it works.
I don’t know what factors go into it. Our city
agencies utilize more and more advanced analytics.
They must simultaneously work to make these tools
transparent, and available to the public and their
representatives. We have a right to know what goes
into the decisions made by city government and how
they arrived at the conclusion they arrived at. It’s
call transparency. Now, these agencies must do so
because the ability to evaluate government decision
making and the ability to hold government accountable
are key features of our democracy. When government
institutions utilize obscure algorithms, our
principles of democratic accountability are
undermined. As we advance into the 21°% Century, we
must ensure our government is not black boxed, and I
have proposed this legislation not to prevent city
agencies from taking advantage of cutting edge tools,
but to ensure that when they do, they remain
accountable to the public. There are a diverse
number of opinions on the best way to ensure
algorithmic accountability, and after introducing
this legislation, my office received much public

feedback. This input will be key to our efforts
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COMMITTEE ON TECHNOLOGY 10
going forward, and I'm eager to hear from all the
advocates today. To my knowledge, we are the first
city and the first legislative body in in our country
to take on this issue, and as with so many other
things, I’'m hoping that New York City will set the
example for others around the world. We’ve been
known to take the lead, and here I think we are
taking the lead throughout the country and throughout
the world. This proposal was a priority for me, and
for this committee. I'm looking forward to working
with the Administration and advocates to perfect it.
We have quite a lot to get done today, so without
further to do I want to welcome the Administration.
We’re going to be hearing from Don Sunderland, Deputy
Commissioner for Enterprise and Solution Architecture
at the Department of Information Technology and
Communicate—and Telecommunications, and you are
joined by-- Do you want to—would you identify
yourself, please?

Craig Campbell, Mayor’s Office of Data
Analytics.

CHATRPERSON VACCA: Greg Campbell,
Mayor’s Office of Data Analytics.

CRAIG CAMPBELL: Craig, Craig.
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COMMITTEE ON TECHNOLOGY 11

CHAIRPERSON VACCA: Greg. Okay, okay
Greg. Okay. I have to swear you in, please. 1I’'d
like to ask everyone please to turn off their cell
phones or put them on vibrate so that we can conduct
the hearing without interruption. This the largest—
this is the largest attendance a Technology Committee
meeting has ever had. I’'m not used to this. How do
I top this—how do I top this next one. I don’t know
what to do. [background comment] This is great.
Okay, please raise your right hand. Do you affirm to
tell the truth, the whole truth, and nothing but the
truth in your testimony before this committee and to
respond honestly to Council Member questions?

CRAIG CAMPBELL: I do.

DON SUNDERLAND: I do.

CHAIRPERSON VACCA: Okay, Mr. Sunderland
do you want to lead off?

DON SUNDERLAND: Sure. Good afternoon,
Chair Vacca and members of the Committee on
Technology. My name is Don Sunderland, and Deputy
Commissioner for Enterprise and Solution Architecture
at the Department of Information Technology and
Telecommunications also known as DOITT. Joining me

is Craig Campbell, Special Adviser to the Mayor's
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COMMITTEE ON TECHNOLOGY 12
Office on Data Analytics known as MODA. I’'m here to
discuss Chair Vacca’s legislation Introduction 1696,
a bill that would require agencies to publish the
source code of algorithms they use, and allow you
just to test these algorithms. This is a very timely
discussion, and I thank the chair and this committee
for initiating it. City agencies rely on computer
programs to varying degrees to assist in targeting
and delivering services to their clients, and I'm
happy to talk about the broad technical processes
that guide the city’s use of algorithms. First, I’'d
like to provide some back to the committee on the
work my division does at DOITT. The Enterprise and
Solution Architecture Division comprised as a team of
technical architects who help DOITT and its sister
agencies identify technology solutions to address
their business needs. A relevant example of this is
the recently launched Notify NYC app, which we
assisted NYC Emergency Management in developing.
DOITT’s Insource Team, a group that assists agencies
managing special technical projects, was dispatched
to work with NYSAM in this app starting last year.
This team includes several positions that agencies

may not hire on their own such as special—for
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COMMITTEE ON TECHNOLOGY 13
specialized projects such a technical lead and IOS
developers and the US and UI designer and more.

While our services are available to all city
agencies, this does not afford us a comprehensive
view of technology across the city. Many agencies
have substantial technology shops of their own and
require no assistance from us at all. Others only
need us to help them in the design or delivery of
specific features required by the total application
architecture. But in all cases we strive to deliver
whatever services the agency needs to achieve its
technology goal. This work provides us with broad
exposure to a variety of systems implement by various
agencies, but agencies rely on their own subject
matter experts to devise strategies based on goals
they wish to achieve. ©No matter the level of the
engagement, DOITT develops technical solutions to
fulfill policy goals and support business processes
determined by agencies. In other words, by and large
we aren’t making agency rules decisions or policies.
We are providing the technology that helps agencies
bring those elements into the world and onto our
streets. This bill seeks to increase transparency in

government decision making processes, which is a
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COMMITTEE ON TECHNOLOGY 14
laudable goal. We understand the impetus for this
legislation, and believe that this bill is an
excellent way to start the conversation. The Chair
has been a great partner in our transparency efforts
over the last few years and we’re engaged to work
with the—we’re eager to work with the committee to
achieve some of the goals of this legislation in ways
that will be useful to New Yorkers. That being said,
1696 is in its current form—presents significant
operational concerns that we must address directly.
First and foremost, there are considerable security
concerns. It is the opinion of our cyber security
experts that publishing algorithms would generate
considerable risk providing a roadmap for bad actors
to attack crucial city systems. Those looking to
cause damage could use knowledge of these algorithms
to circumvent important criteria put in place to
prevent abuse of these processes. There is also
meaningful risk to the private information of New
Yorkers since providing public access to decisions
regarding individual benefits or services could
provide tools for third parties to incur (sic)

specific personal information such as economic or
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COMMITTEE ON TECHNOLOGY 15
disability status of persons receiving those
benefits. (coughs)

Second, the scope is all encompassing. An
algorithm is a set of unambiguous instructions. All
software progress—programs use sets of unambiguous
instructions to carry out their functions. 1In
targeting all algorithms involved in rendering
decisions regarding service delivery or evaluative
processes, the legislation potentially targets every
computer program in the city, which as you could
imagine would be an incredibly large undertaking.
Almost every program supports agency operations by
producing data or interim values used to support the
decision making process of the agency by humans or
through algorithms and automation. As a result,
under this legislation city agencies would be
required to divulge the inner workings of all their
software. Aside from the shear scope of this effort,
the city’s ability to do so, would face innumerable
legal and practical constraints such as the use of
software or vendors’ proprietary code or the
inability to accurately identify the wvalid source

code of many older systems.
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COMMITTEE ON TECHNOLOGY 16

Third, testing is not possible. Setting
aside the scope of the issue for the moment, in most
cases the ability to create public ask—access to test
the accuracy of the decisions being rendered would be
nearly impossible. Decision carried out by systems
are driving by highly complex states of data, and
other factors that could not be emulated for the
purpose of public testing. Moreover, none of the
relevant programs were written to be freestanding
publicly usable software. DOITT and IT departments
across the city would likely have to put in an
extraordinary amount of time and energy just to
create a new body of software that could safely
imitate the existing functionality.

Fourth, this bill comes with unintended
consequences. The clear and laudable intent of the
legislation is to provide transparency around the
city’s decision making processes and service
delivery. But as written, this legislation would
deliver a deluge of information, the bulk of it
likely unrelated to the services or decisions in
which the City—the city’s constituents are most
interested thus complicating the search for the very

information it hopes to expose. Also, providing
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COMMITTEE ON TECHNOLOGY 17
self-service decision testing could empower users to
fabricate answers that will get them the response
they want, but most importantly, computers do not
unilaterally make decisions. Even if it were
possible to make this information available, the Code
is such a small part of the decision making. Often
algorithms take multiple sources of data and produce
results that are contingent on many other contextual
factors including policy decisions made by city
employees and often shaped by local, state and
federal law. On the whole, algorithms supplement
rather than replace the decision making process made
by city agencies.

I would like to share areas in which the
city has proactively made strides in making certain
kinds of algorithms transparent. The Mayor's Office
on Data Analytics recently unveiled an Analytics
Project Library, a platform that in addition to
sharing the results of MODA’s analyses, also makes
transparent the source code for these data analytics
projects. When MODA’s data scientists partner with
city agencies on advanced data analytics projects,
they are almost always using open data exclusively.

So, in these instances, publishing the intermediate
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COMMITTEE ON TECHNOLOGY 18
steps of the—of the analytics process would allow the
public to apply the same process elsewhere. Craig
Campbell from MODA is here today to answer questions
you may have about this project. Finally, an example
taken from this project library can further explain
the Administration’s position on this legislation.
Following the 2015 outbreak of Legionnaire’s Disease
in the Bronx, MODA worked with several agencies to
identify and tack all cooling towers in New York
City. The results in addition to the data sources
and methods used to conduct the analysis are
available in Project Library. However, the decision
making process in enacting policy to proactively
prevent sources (coughs) of Legionnaires in the
future, could not be unilaterally made based solely
on these analysis. We’ve had great successes in
working with this committee to enact meaningful
legislation that has had—has made impactful changes
in this administration’s transparency efforts. Thus,
we’d like to hear more from the committee on the
types of city decisions. There is interest in making
more transparent, and we can subsequently work with
our partner agencies to formulate a focused effort to

elucidate the decision making process in those
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COMMITTEE ON TECHNOLOGY 19
specific areas. This concludes my prepared
testimony. Thank you for the opportunity to speak,
and I'm happy to continue the discussion with the
committee.

CHATRPERSON VACCA: Thank

DON SUNDERLAND: Uh-hm.

CHATRPERSON VACCA: Do you have
testimony, Craig or--7

CRAIG CAMPBELL: I do not.

CHAIRPERSON VACCA: You want to jump in?
Anybody have questions? Great. Okay, thank you for
your testimony. I—I first want to say that I’m happy
to note that the Open Data Report got MODA and now
has it up, and I thank you for that. Now, does that
Project Library include all the work MODA has done or
only a selection of the work.

DON SUNDERLAND: The Project Library
currently includes three recent projects. We intend
to do the background—the backlog of projects prior to
that in the coming months.

CHAIRPERSON VACCA: Well, your motivation
to create the Project Library is very much closely

aligned with my legislation. So, you’re
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COMMITTEE ON TECHNOLOGY 20
acknowledging that it’s important for data analytics
to be used by city agencies in a transparent way.

CRAIG CAMPBELL: Correct.

CHAIRPERSON VACCA: Okay. So am I to—am I
to surmise by that, that many of your objections
although serious may-—may not speak of the fact that
you support the intent of my legislation.

CRAIG CAMPBELL: The Mayor's Office on
Data Analytics serves as a center of excellence for
the use of municipal analytics. The work with
different city agencies on specific projects, and we
also work with on certain projects as an adviser to
the city agencies. [door bangs] We believe that our
Open Source Analytics process and vision closely
aligns with goals of our business ownership of the
Open Data Program, but we do not necessarily--[door
bangs. Our scope is not entirely citywide, but we
believe by serving as that center of excellence, we
lead in ways that other people that we work with in
this way. (sic)

CHATRPERSON VACCA: That’s a political
answer. [laughter] Alright, let me try to—do you
believe that the public has a right to know more

about algorithms? Do you believe that my legislation
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COMMITTEE ON TECHNOLOGY 21
addresses ad transparency issue that needs to be
addressed? And do you know.

CRAIG CAMPBRELL: Yes, I—-I think we agree
with the intent of transparency around the overall
decision making process and the degree to which
algorithms contribute to that.

CHATRPERSON VACCA: Okay. We in this
Council have enacted much legislation about
transparency. I’m here 12 years. Much of our
legislation has been about transparency.

CRAIG CAMPBELL: Uh-hm.

CHAIRPERSON VACCA: Yet, much of it is
behind—much of what decisions are—much about how
decisions are arrived at is cloaked, and it’s not
fully known to us.

CRAIG CAMPBELL: Yes.

CHAIRPERSON VACCA: And it’s not fully
explained to us, and data goes into the algorithm
that determines what many agencies do and that’s what
we don’t have.

CRAIG CAMPBELL: Uh-hm.

CHAIRPERSON VACCA: Now, you indicated
that you work with many agencies on a regular basis

in the city. How and why does MODA decide to work
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COMMITTEE ON TECHNOLOGY 22
with a particular agency? Are you working with every
single agency or how do you decide what agency to
work with?

CRAIG CAMPBELL: So, MODA in particular
is a small but mighty group. We work on
administrative priorities such as Universal Pre-K or
IDNYC specific data analytics projects for those
programs. We work on across agency projects. An
example of that is the harassment [door bangs]
Prevention Task Force, and then we work on high wvalue
projects that come from agency solicitation. So
different agencies will approach us for our services,
and we’ll partner with them.

CHAIRPERSON VACCA: So, what I just heard
from you is that you seem to work on agency projects
that are determined to be priority of the Mayor or
wither there is a legislative mandate for you to act.

CRAIG CAMPBELL: That’s correct.

CHAIRPERSON VACCA: Okay. That leaves
out a whole bunch of agencies.

CRAIG CAMPBELL: Uh-hm.

CHATRPERSON VACCA: Does MODA create any
data analytic tools that agencies then continue to

use on their own?
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COMMITTEE ON TECHNOLOGY 23

CRAIG CAMPBRELL: Yes. Our goal is not to
own any analytics projects long term, but to develop
capacity and hand them off.

CHAIRPERSON VACCA: So, you help agencies
determine their own data analytics criterial and
usage policies?

CRAIG CAMPBELL: For very specific
projects, but not universally or unilaterally, but on
the specific project.

CHAIRPERSON VACCA: [interposing] Do you
then—do you then—do you then have input into what
information these agencies can give to the public
when it comes to how they arrived at basic decisions?

CRAIG CAMPBELL: So, as part of the
Project Library, we’re not only disclosing the source
code behind the analytics and the algorithms that
we’re developing, but also information in a plain
language form on the technology landscape and the
policy goals that were made as part of that
engagement, but again, that represents a limited
number of—of projects that--

CHATRPERSON VACCA: [interposing]

Limited?
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CRAIG CAMPBELL: --our office is involved
in.

CHAIRPERSON VACCA: Alright. I have a
lot of questions. Let me ask you something. The
Rand Formula, R-A-N-D, the Rand Formula, what is it?

CRAIG CAMPBELL: What was the question,
sir?

CHATRPERSON VACCA: What’s the Rand
Formula, R-A-N-D, Rand.

CRAIG CAMPBELL: It/ s—it’s-it’s my
understanding it’s a formula that’s used by the Fire
Department. Yes.

CHAIRPERSON VACCA: What is it, though?
What—what goes into the Rand Formula-?

CRAIG CAMPBELL: I—I can’t tell you.
I'm—I'm—I"m not a subject matter expert on that.

CHAIRPERSON VACCA: This formula has been
in existence for 20 years. I'm a former District
Manager to a community board. I’'m a Councilman 12
years. I cannot tell you what the Rand Formula is.
Yet, I know it determines fire protection services.

CRAIG CAMPBELL: Uh-hm.

CHAIRPERSON VACCA: I know it also had a—

a—a role in determining police manpower numbers, but
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COMMITTEE ON TECHNOLOGY 25
it was never told to anyone that I know of, and
officials in the Fire Department in the past have
stated that they know what it is, but the public does
not have a right to know. I don’t accept that. I
want to know what governs how many offices I have,
and level of fire protection I have. Why am I not
allowed to know that? What goes into that formula,
data, algorithm?

CRAIG CAMPBELL: Uh-hm.

CHAIRPERSON VACCA: This is the basis for
my—for my legislation. Here we have a formula we
used for 20 years, and you’re from DOITT representing
them in a very able way, but you don’t know what it
is. Do you know anyone in the Fire Department who
knows what the formula is?

CRAIG CAMPBELL: We don’t—we don’t have
site view matter expertise in that area. We
generally--

CHAIRPERSON VACCA: [interposing] But—but
you said you consult with other city agencies. Don’t
you know something as basic as the Rand Formula? Do

you consult with the Fire Department?
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CRAIG CAMPBELL: We were not consulted in
the development of that formula, the development of
the system that delivers it.

CHAIRPERSON VACCA: Has it been updated
in 20 years.

CRAIG CAMPBELL: I don’t—I'm—I'm sorry.

I don’t know.

CHATRPERSON VACCA: You don’t know. A
big secret. I wonder how many people in the Fire
Department knows what’s in it—know what the Rand
Formula is. Do you have a list of which agencies
have their own data analytics and software
development items, which agencies or teams?

CRAIG CAMPBELL: We don’t have a
comprehensive list of who would be doing their own
data analytics. I mean we run across them on kind of
an episodic basis, but we—we know. We don’t have an
ability to—to comprise a comprehensive list of what
data analysis is being done.

CHAIRPERSON VACCA: But if the Mayor has
an Office of Data Analytics, why doesn’t he know what
agencies are using data analytics?

CRAIG CAMPBELL: Well, (coughs) the

Office of Data Analytics was put together actually as
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COMMITTEE ON TECHNOLOGY 277
a—as a—a functional team to execute on specific
analytical goals not as a—a comprehensive citywide,
you know, inventory of where all analytics are. The
idea was to be able to augment the analytical
capabilities not necessarily supplant them throughout
all the agencies across the city.

CHAIRPERSON VACCA: So, is there no real
centralized oversight over which—over when agencies
deploy potentially complex data analytics?

CRAIG CAMPBELL: Yeah, there—there is not
and I would—I would argue that it’s probably better
that way. In general if we take a look for instance
at the—at the group that I had, which is the
Enterprise and Solutions Architecture Group.
Enterprise Architecture implies a comprehensive
technology architecture, but you can’t actually
prescribe it in a—in a comprehensive technology
architecture if you don’t understand every problem
the city is trying to serve. So, the—the city has
been organized with the idea of putting the
technology as closely as possible to the actual
operational functionality that the agencies have to
deliver. This is the best—best model for delivering

the most efficient and—and best focused technology,
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and in many instances, you know, the analytics
associated with that technology would be part of that
development effort. [door bangs]

CHAIRPERSON VACCA: You realize these are
administrative issues? They’ve been—at what level is
there an understanding of these issues in the city?
You—your agency doesn’t seem to know what other
agencies are doing when it comes to data analytics
and, however it is.

CRAIG CAMPBELL: We don’t—that'’s
(coughs) that’s actually not our function as an
agency is to understand what every agency does. Our—
our—our function as a—as a central IT agency is to
provide services to those agencies to implement their
designs not to dictate the designs to them.

CHAIRPERSON VACCA: And so they—has any
agency ever come to you and said that they want to
provide more transparency because of the algorithms
that are used and ask you for assistance in providing
greater transparency?

CRAIG CAMPBELL: I've never been

approached with that question.
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CHAIRPERSON VACCA: Oh, okay. Can you
explain the process that occurs when agencies procure
data analytics tools from third party vendors?

CRAIG CAMPBELL: I, you know, beyond what
the normal procurement rules for the city are I
couldn’t—I couldn’t provide you any further insight
on that. I mean it would be a case by case,
application by application, use by use basis.

CHATRPERSON VACCA: Well, when you do
contract out for data analyst tools, do you provide
private companies with any sensitive or proprietary
data by which they train their products?

CRAIG CAMPBELL: That’s—that’s something
you would have to take up on a case-by-case basis
with the agencies themselves as to what data is
required for them to train up to us like that.

CHAIRPERSON VACCA: Now, do you know of
any city agencies that make use of information
provided by private data brokers?

CRAIG CAMPBELL: I don’t first hand have
any knowledge of those. No.

CHAIRPERSON VACCA: Now, one objection
you raised to my legislation is that releasing the

source code for particular decisions could have
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negative security implications. I do understand this
concern, but I have also heard some experts assert
that open source software can have more robust
security. Could you explain the difference in
thought here?

CRAIG CAMPBELL: Well, the—the—the
technology that’s been developed over the last 20
years doesn’t have the benefit what a—of what an Open
Source Library might have in many instances, which is
complete transparency to begin with. I mean open
source by its definition is public. So, a lot of the
stuff that makes it into an open source stock, ends
up being very well vetted and thoroughly understood
and doesn’t divulge anything critical about the
actual internal workings of the—of the systems and
the infrastructure that it’s in. That wouldn’t be
the case with most city systems. Most city systems
would within their code be able to divulge through
someone who is clever enough in the environment in
which they operate and maybe other aspects about the
network and the—and the functionality of the broader
technology suite of that agency.

CHATIRPERSON VACCA: Back to the example I

gave in my original opening statement. Isn’t a—isn’t
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a parent for example entitled to know why her child
didn’t get the first choice of their high school and
someone else did? Why her child got her fifth
choice?

CRAIG CAMPBELL: It would be difficult to
take any umbrage to that. You know, I'm—I'm a parent
myself who—and—and I’ve had, you know, children go
through the—all four of my children go through the
public education system here. We certainly don’t
argue with the rights of—of citizens to have
transparency. We very much support that.

CHAIRPERSON VACCA: But right now,
there’s no such thing. The parents are told that
there was no seat. How do we know there was no seat?
How did somebody else get the first choice and my
child got the fifth choice, you know? I mean there
is no seat for my child at her second choice, here
third choice, and there is no transparency
whatsoever. So, when we seek to find out about these
algorithms and what goes into decision making, this
is something that’s clear and concise that people can
relate to everyday in the city of New York, but it’s
one of many, many instances that exists.

CRAIG CAMPBELL: And we understand that.
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CHAIRPERSON VACCA: But, separate from my
bill, I don’t think that we’re doing anything about
this.

CRAIG CAMPBELL: I think that you’d be
right.

CHATRPERSON VACCA: Yeah. So, 1if you
believe in transparency, where—where—where have we
been? We don’t believe in transparency when it comes
to algorithms because we’re not doing anything? Has
this been discussed internally before my bill? Has
anyone said to themselves, you know, we owe the
public an explanation? One day somebody is going to
come out. One day somebody is going to wake up.

CRAIG CAMPBELL: It was a new topic to
me and I'm fairly up on the, you know, the questions
that are being asked.

CHAIRPERSON VACCA: Do you know of any
city agencies using algorithms to make automatic
decisions that are not reviewed by a human before
being administered?

CRAIG CAMPBELL: I don’t know of any
first hand. [door bangs]

CHATIRPERSON VACCA: Okay. Now I know

that HRA deploys algorithms to detect benefits fraud,
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and in other states there have been reports about
eligible applicants being automatically denied
benefits by a computer system with no level of human
review. Are you aware of any such thing in the city?

CRAIG CAMPBELL: I'm—I'm—I'm not first
aware of the HRA system. You know, I’ve heard
mention of it. So, I can’t—I can’t comment beyond
that. You know, I think that the—the—the best way to
approach a question like that would be able to—would
be to take it up directly with the agency who has
that system.

CHAIRPERSON VACCA: But no agency chose—
no agency chose to attend today? Does the Human
Resources Adminis—does the Human Rights Commission
have people in the Human Rights Commission studying
algorithms? Are you aware of this? The Human Rights
Commission?

CRAIG CAMPBELL: I don’t know that
they’re studying algorithms specifically. I know
they’re studying decision making or I’ve heard that
they have.

CHAIRPERSON VACCA: They’re studying
what?

CRAIG CAMPBRELL: Decision making.




10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

COMMITTEE ON TECHNOLOGY 34

CHAIRPERSON VACCA: Decision making?

CRAIG CAMPBELL: Yeah.

CHAIRPERSON VACCA: My understanding is
that they’re studying decision making. I—-I will
agree with you, and I requested of the Mayor’s Office
that somebody be here for the Human Rights
Commission, and I—and I never heard back for the
record. You state there now algorithms are used to
supplement decision making. Is there a feature where
they do make fast decisions?

CRAIG CAMPBELL: Well, there are
certainly places in which if you had multiple inputs
and you had a lot of data to process then—then the
algorithms, the computer programs themselves could
enhance the decision making process, but and this is
purely from—from the experience that we’ve had
directly with agencies with systems thus far. I-I
personally do not know of a—of a system that renders
a unilateral decision without—without human
assistance. I think there are certainly algorithm
that are in action that render information on which
decisions are predicated, or they can render maybe
values or sorting of information, but I don’t know of

a fully automated decision rending system. That’s
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not to say it doesn’t exist. I just haven’t
encountered one.

CHAIRPERSON VACCA: Well, the first thing
that comes my mind again is that when a student is
assigned to a high school, it is done strictly by
computer. That is my understanding.

CRAIG CAMPBELL: Okay.

CHAIRPERSON VACCA: That student is
assigned by computer because I’ve had cases where
students and their parents have come to my office and
when they come to my office we’ve been told we cannot
touch the assignment. They must go to a central
office, and the can appeal as a—as a hardship.

CRAIG CAMPBELL: Yeah, yeah.

CHAIRPERSON VACCA: So, we have computers
using algorithms and data spitting out pupil
assignments that no one can touch. How does somebody
get an apartment in public housing? I’m told that
it’s strictly done by computer.

CRAIG CAMPBELL: And once again, I don’t
have first hand knowledge of those specific systems.

CHAIRPERSON VACCA: Yes, they give you a
computer assignment and then you have the right to

appeal once, if you appeal once, you appeal once, but
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then after that if you don’t like what they gave you,
you come off the public housing list. If we’re going
to be governed by machines and algorithms and data
well, they better transparent. They’re not
transparent. How—how does someone know what public
housing project they’re being assigned to? On what
basis? Many people what to live in public housing
who want to be near their doctors. They want to be
near their elderly parents. They have criteria, too.
They matter, too. Yet, they don’t matter because
some inhuman computer is spitting them out and
telling them where to go, and if you don’t like it,
lump it. Well, I have a right to know what criteria
is going into that machine. What is—what is the
basis for this decision, and right now, no one can
tell me how this is done, and you want to talk about
homelessness in the city of New York? You want to
talk about it? Now feedback loops. I want to go
into that. So, for example, if the policing
algorithm decides where to station offices based on
nuisance crimes, officers are likely to make more
arrests for nuisance crimes in that area, and then
more offices are stationed there and so on. Is there

any way that your—you have looked at this to examine
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whether this is a fair criteria in allocating police
manpower, whether this results in many people in
many communities having an increase in arrests for
nuisance crimes.

CRAIG CAMPBELL: You know, we weren’t
involved in that system at all. No.

CHAIRPERSON VACCA: So, nobody is
watching any of the agencies as they implement
algorithms. That’s what I'm being told.

CRAIG CAMPBELL: Right.

CHAIRPERSON VACCA: Agencies are watching
their own algorithms.

CRAIG CAMPBELL: That’s correct, but I
would have to caution you again--

CHAIRPERSON VACCA: [interposing] Can you
provide us a list with those agencies? I don’t even
have a list of what agencies use algo—use algorithms.
Do you have a list of what agencies use algorithms?

CRAIG CAMPBELL: Well, I would say that
probably every agency uses some algorithm. I mean if
you use a computer program, you’re using an
algorithm.

CHAIRPERSON VACCA: Right, but I would

like a 1list, and I don’t understand how no one knows
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what other agencies are doing. Don’t—don’t we have
deputy mayors that oversee a portfolio of several
other agencies. Deputy mayors oversee a portfolio of
several agencies. Do the deputy mayors know what
algorithms and data algorithms are used to determine
basic decisions?

CRAIG CAMPBELL: I haven’t heard of a
position that was given that responsibility but--

CHAIRPERSON VACCA: I think we’re missing
something very drastic. Now, you’ve cited some
objections to the legislation, but I don’t hear you
saying that there’s no need for legislation.

CRAIG CAMPBELL: We are strongly in favor
of transparency around the decision making process.

CHAIRPERSON VACCA: So, I think that we
have to do something.

CRAIG CAMPBELL: And we—and we love to
work with you on—on finding a practicable and, you
know, executable solution, but it would have to
involve working obviously with the agencies as well.

CHAIRPERSON VACCA: And you open to a—a
commission type legislative body, a commission full
by legislative act that would call in stakeholders

and try to arrive at legislation modeled after what I
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proposed but maybe modifying it as we see fit to get
the accomp—the desired result.

CRAIG CAMPBELL: That’s a—that’s an idea
that we could come back to you on.

CHATRPERSON VACCA: Okay. I want to
thank you both. We now have witnesses to testify.
[background comment, pause] Okay, I have to vote so
let me just call up the first panel and—and we’ll
take a two-minute recess. Dr. Julia Howell, Rashida
Richardson, New York City Liberties Union, Dr. House
is in Cornell Tech. Rachel Levinson-Waldman, Brennan
Center for Justice. I think three people is enough.
[background comment] Noel Hidalgo, Data New York
City. [background comment, pause]

CHAIRPERSON VACCA: Okay, let’s
reconvene. I’'m sorry. I had to vote. [background
comment] Okay, we will now reconvene. Noel would you
like to go first. Please identify yourself and we’re
going to give each person three minutes.

NOEL HIDALGO: Three minutes. It'’s
really hard to follow after what you just asked. So,
three minutes is—is an honor. I submitted some
written testimony. I’m not really sure that I’11 be

able to get through it all, but first of all, we want
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to thank you for vocal-we want to thank you for this
opportunity to vocalize our support of the bill. I
speak as the Executive Director of Beta NYC, and a
former technology and democracy fellow at the Harvard
Kennedy School’s Ash Center, and a former fellow at
Data and Society’s Research Institution and for the
past five years we’ve been able to collaborate with
this administration, and previous administration to
get the Open Data Law passed. And as we are a
community over 4,400 technologists, designers, data
scientists and civic ackers—hackers, who want to see
an equitable municipal government in the 21°°

Century, this legislation reinforces the core of a
future in equitable municipal government. In 2016,
Data and Society’s Research Institution produced a
number of documents outlining what is at stake when
we’re dealing with algorithms, and we must be
concerned about technology companies as dominant
curators of information and their unprecedented power
to engineering the public’s fear and social services,
and to be perfectly blunt, our future of democracy is
at stake. If we refuse to hold algorithms and their
authors accountable, we no longer have government for

the people, by the people. If we refuse to hold
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algorithms and their authors accountable, we
outsource our government to the unknown. At this
past year’s NYC School of Data our annual conference,
we hosted a panel on Algorithmic Disprin Innovation
where we discussed how parts of our criminal justice
system is governed by black boxes. How can we talk
about justice when we can’t see the software code,
the algorithms or hold the underlying software
accountable in the same way that we hold humans
accountable? Our democracy requires transparency,
copyright, more trade secrets, should ever stand in
the way of an equitable and accountable municipal
government. We’re very fortunate that the city’s
existing Open Data Law provides a framework for this
bill, and in our written testimony, we’ve outlined a
few core components that we would like to see added
to this particular bill, and we look forward to a
healthy and honest debate around the passage of the
nation’s first Open Algorithms Law. Thank you.

CHATRPERSON VACCA: Thank you. Thank you
always. You’ve been great for this committee. Would
you introduce yourself, please?

RASHIDA RICHARDSON: Yep. Hi. I'm

Rashida Richardson for the New York Civil Liberties
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Union. Yep. Okay. [laughs] I want to thank you for
introducing the legislation and holding this hearing.
The New York Civil Liberties respectfully submits the
following testimony in support of Intro 1696,
legislation relating to the government use of
algorithm: Federal, state and local governments are
increasingly using algorithms to conduct government
services. One of the promises of algorithms is that
they can process, analyze and manipulate large
amounts of data to help optimize government services.
However, algorithms are fallible human creations that
are vulnerable to many sources of error and bias.

So, there should be great concern when the government
employs algorithm whose design and implementation are
not understood by the government agents using them or
the public. There is a strong public interest in
ensuring that algorithms are designed and used in an
equitable manner especially when they affect
decisions regarding the use of government forests,
allocation of public resources or potential
deprivation of civil liberties. 1In order to make
this assessment, information about the design, use,
functions of algorithms must be transparent. Without

algorithmic transparency, governments stand to lose
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democratic accountability, efficacy, fairness in
government processes and control over sensitive
public data. For the sake of brevity, I'm not going
to read our entire testimony, but it does detail the
many ways in which error and bias can exist in the
creation and use of algorithms. So, I encourage the
Council to read it in its full entirety, but
algorithmic systems function when—best when
stakeholders have access to enough information so
that they can identify problems and design of the
algorithm and its application. Therefore, greater
transparency about the algorithms that government
agencies use and how they’re being used or
implemented can help increase accuracy fairness and
overall utility of these tools. As algorithm tools
improve, they produce great—greater cost savings and
help local governments become more sustainable.
Algorithmic transparency can help increase public
confidence in government practices, and the system
but making constituents feel like they are actively
engaged in government systems that affect their live.
Conversely, if algorithmic based decisions of
government remain opaque and invisible, New Yorkers

will feel increasingly confused about the rationale
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for government policies and this will lead to
increasing skepticism about the fairness and
accountable—and the accountability of government
officials, and the decisions they make. Therefore,
we urge the City Council to pass Intro 1696 as soon
as possible because the civil liberties and civil
rights of New Yorkers depend on it.

CHAIRPERSON VACCA: Thank you. Introduce
yourself, please.

JULIA HOWELL: Certainly. Good
afternoon, Chair Vacca. My name is Julia Howell
(sic) and I'm a research fellow at Digital Life
Initiative at Cornell Tech. New York City’s bold new
interdisciplinary research and tech campus at
Roosevelt Island. I am joined in providing this
testimony with two of my Cornell Tech colleagues
Professor Helen Nissenbaum, Professor of Information
Science and Director of the Life—-Life Initiative, and
Thomas Ristenpart, Associate Professor of Computer
Science. We together are involved in a major multi-
year NSS funded research project to investigate
threats of privacy and fairness in automated decision
making systems, and in particular to develop

mechanisms to bring accountable information use in
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subsystems. The most important work that a bill in
the area of automated systems can do is to bring
accountability, both the accountability of vendors to
the—of these systems to the city and the
accountability of the city’s agencies to the people
of New York, and this has been very clear in your
line of gquestioning. This bill is an ambitious
attempt to seek accountability through transparency,
and we applaud you and your committee for binging for
the proposal. It’s a direction of legislation that
is both exciting and essential. I’d like to just
focus my comments on some aspects where the bill
makes important advances, but does not yet reach the
critical aims you outlined in your opening statement.
A primary source of these limitations is that the
provisions in this bill applies to the Administrative
Code in the section under Open Data. This fundament—
fundamentally affects the nature and impact of the
bill as it is currently drafted. It means crucially
that according to Section 23-504-C of the Code the
bill gives rise to no action with that either for
individuals or against an agency. Section 23-504-A
makes clear that data is provided to the public only

for informational purposes. With Section 23-604-B
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clarifying that there are no guarantees as the
completeness, accuracy, content of treatments (sic)
to use. Further, the bills placement within the open
data provisions also means that following the logic
of Section 23-501-G, any proprietary claims and
intellectual property assertions in relations to
carding systems, which are last in this domain. No
matter how broad a basis will readily thwart your
intents of transparency. It may be that the city
regards that locating these provision in the Open
Data Provisions is optimal for other reasons. For
example, the city’s commitment to open public
processes. But we urge that legislative content
should be given further and very careful
consideration. If it is resolved that the optimal
location is optimal for other reasons, the bill
should be elaborated and the applicability or
otherwise that the remainder of the provisions should
be explicitly addressed particularly those concerning
private rights of action, liability of agencies, and
the tension between disclosure of the source code and
the operation automated systems and proprietary
interests. One further dimension of the [bell]—

CHAIRPERSON VACCA: [off mic] Conclude.
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JULIA HOWELL: I just wanted to also say
that black box testing it’s a domain that
particularly my colleague Professor Ristenpart works
on. The requirement is likely to be very
administrative—administratively good, and some of the
agencies as the mediators of this requirement. It
often takes me thousands of queries depending on the
context to be able to do the necessary third party
testing in the public interest of algorithmic
systems, and we’re concerned that such a prospect is
not going to be highly constrained if they’re always
to be mediated by agencies. Thank you.

RACHEL LEVINSON-WALDMAN: Thank you very
much. My name is Rachel Levinson-Waldman and I am
Senior Counsel to the Liberty and National Security
Program at the Brennan Center for Justice. The
Brennan Center is a non-partisan law and policy
institute that seeks to improve our systems of
democracy and justice, and the Liberty and National
Security Program specifically focuses on restoring
the proper flow of information between the government
and the people by among other things increased public
access to government information and securing

appropriate government oversight and accountability.
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As part of that work, I filed a Freedom of
Information Law request last year with the New York
City Police Department requesting information about
their use of predictive police and technologies. As
you know, predictive policing involves the uses of
statistics for algorithms to make inferences about
crime. Where a crime is going to occur or about a
particular person that commit a crime. It has been a
subject of considerable criticism from civil rights
and civil liberties applicants including ourselves.
There have been significant concerns that predictive
policing both relies on recreates patterns of biased
law enforcement, simply sending officers back to
neighborhoods that are already over-policed. In
addition, there is little hard proof that predictive
policing is actually effect—effective in predicting
and reducing crime. One phase often used is that
predictive policing predicts policing. It does not
predict crime. In light of these concerns,
transparency about the codes that provides the
foundations for predictive policing is paramount.
According to publicly available documents that we
reviewed in preparation for our FOIL request, the

NYPD expected to spend about $45 million on
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predictive policing technologies over the course of
five years, but there is little information publicly
available about how the department intended to us the
technologies, what information would be input and how
the community—how the community would be affected
among other questions. We were concerned that the
use of predictive policing was occurring in the dark
with little information available to the most
effective communities about how policing decisions
were being made, or opportunities for those
communities to make their concerns known. As a
result of that, we filed a FOIL request last July for
a range of documents. We got no records from the
NYPD either from our request or a subsequent appeal,
and so we filed suit where we emphasized the
important interest in transparency that FOIL
embodies. Much of this legislation does as well.
Almost immediately after we filed suit, the NYPD did
disclose some documents about predictive policing,
but they did not disclose the source code for their
predictive algorithm along with a range of other
important information. It’s worth noting that the
NYPD has expressed concerns about making the source

code for predictive policing publicly known. They’ve
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argued that with the source code in hand, criminals
could learn where police officers will be patrolling
and evade detection. We believe, as we have told the
NYPD and the judge hearing the case, that this risk
is remote. Predictive policing programs generally
identify limited areas where officers are directed to
spend some fraction of each shift. They do not
direct or reveal the location of each officer at
every moment, and we believe they are extremely
unlikely to provide a detailed road map to a curious
criminal. On the flip side, there are significant
public benefits to understanding the workings of this
program [bell] for transparency and community
accountability, and as a result, we strongly support
the passage of Bill 1696.

CHAIRPERSON VACCA: Let me ask you. So,
you brought the lawsuit. They provided some
information but not all of what you wanted--

RACHEL LEVINSON-WALDMAN : [interposing]
That’s correct.

CHAIRPERSON VACCA: --not—not the—not the

most significant. Where is the lawsuit now?
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RACHEL LEVINSON-WALDMAN: We had a
hearing in August and the—it’s—it’s before the judge
to render a decision.

CHAIRPERSON VACCA: Before the judge?

RACHEL LEVINSON-WALDMAN: Yes.

CHAIRPERSON VACCA: How long is this
lawsuit going on to get the information you wanted?

RACHEL LEVINSON-WALDMAN: How long—sorry—
was it--7

CHAIRPERSON VACCA: Was the lawsuit going
on, for you to get this information?

RACHEL LEVINSON-WALDMAN: So, we filed
our request last July. We then filed suit in
December. We had hearing before the judge, and soon
after we filed. So, probably in January the NYPD
produced initial information, which did call into
some question the initial refusal to produce
documents. We then continued the suit because there
was more information we believe that they basically
owed to us and public, and so there was the hearing
in August. So, the lawsuit has been going on now for
about nine months.

CHATIRPERSON VACCA: Before that, you had

filed a Freedom of Information Law request, FOIL?
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RACHEL LEVINSON-WALDMAN: Correct.
CHAIRPERSON VACCA: Where did that go?
RACHEL LEVINSON-WALDMAN: In terms of

whether it produced documents?

CHAIRPERSON VACCA: Did you get anything?

RACHEL LEVINSON-WALDMAN: No. Nothing
from the original request or the repeal.

CHAIRPERSON VACCA: So, then you went to
court?

RACHEL LEVINSON-WALDMAN: Correct.

CHAIRPERSON VACCA: The interesting
question I have is how many people go through the

FOIL process and never hear anything, and I just

think sometimes people wish that they would go away.
RACHEL LEVINSON-WALDMAN: Well, and if—if

I may add, something, it was quite striking to us.

There were several different exemptions that were

invoked in response both to our request and our

appeal. Clearly those exemptions could not have
actually applied in their entirety since then
documents were produced in response to our lawsuit.

In this hearing in August, there was a comment from

the Police Department’s General Counsel suggesting

that to some extent that was the strategy to wait for
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a lawsuit to really be forced to produce documents,
and at that point start the process of disclosure.

CHAIRPERSON VACCA: Thank you very much
for your support for the legislation. We will
certainly be calling upon you hopefully as we develop
this program.

RACHEL LEVINSON-WALDMAN: Thank you, sir.

CHAIRPERSON VACCA: Thank you. Council
Member Greenfield has joined us and we welcome him.
Our next panel Scott Levy, the Bronx Defenders; Yung
Mi Lee, Brooklyn Defender Services; Alexander Krupp
from the Bronx, New York. [pause] Have a seat. Are
you Mr. Krupp?

ALEXANDER KRUPP: Yes I am.

CHAIRPERSON VACCA: Okay. I'd like you
to go first. I know your building where you are.

ALEXANDER KRUPP: Sure.

CHAIRPERSON VACCA: Right outside my
district. Used to be in my district.

ALEXANDER KRUPP: Yeah. I'm a couple of
yards away in Council Member Torres’ district.

CHAIRPERSON VACCA: Yes, but you were in
my district for eight years, your building.

ALEXANDER KRUPP: Okay, and what you say.
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CHAIRPERSON VACCA: Okay, Mr. Krupp,
could you introduce yourself?

ALEXANDER KRUPP: Yeah, sure. So, I
don’t have like prepared testimony, but I want to say
first that like thank you for this bill. Like I'm
very strongly in favor of it. You know, just as a
citizen like it certainly does seem like if the
government wants, for example, put me in prison, then
like I should be able to see the software that
determines how that sort of like decision was made-?
[door bangs] But the beyond just being, this is also
an entrepreneur and a software developer, like in
that sense like I’'d like to note that, you know, if
you want to say paint someone’s nails as a
cosmetologist, there’s a thousand hours of training
that you need to go through in New York State, but if
you want to create these sort of algorithms, there’s
no training at all, no college degree required, no
professional certification, and that your problems in
this sort of software is really more than the willing
exception in my professional experience. You know,
further as like an entrepreneur as like a small
startup, not Facebook or Google size, I’'d like to say

that although, you know, you seem to come at this
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from the position of someone like being very
skeptical with the technology. From my perspective I
think it would actually greatly benefit the New York
technology industry, as one the earlier speakers were
saying that there are some issues with the DOIC. I
think of software the powers New York City would have
to be rewritten since it was not originally written
to be open source, but from my perspective that’s a
good thing. Like, you know, this software written in
New York City like, of course, it should be
transparent, and not, you know, close—close or a
software created by, you know, companies from across
the country or outside the country. This bill would
not only with New York’s policy be in a position to,
you know, set the precedent for the country, but like
this software created here to be compliant with this
legislation cannot only empower New York City, but
could power every other city across the country as
well. So, I think this would be very good for New
York’s technology industry, and for New York
entrepreneurs.

CHAIRPERSON VACCA: Thank you very much.

Yes. Would you like to identify yourself, please?
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SCOTT LEVY: Yes. Thank you. My name is
Scott Levy. I’'m Special Counsel to the criminal
practice at the Bronx Defenders. Thank you for the
opportunity to testify today. I’ve submitted written
testimony. So, I will try to sort of summarize what
we’ve put in that—in that testimony. We’re really
here today to bring to the Committee’s attention a
specific algorithm that is currently in development
Mayor's Office of Criminal Justice and the use of
pre-trial detention, and we want to draw attention to
that fact and also suggest some steps that this
committee might take and that the City Council might
take in ensuring that those algorithms are used
correctly, are just, are fair, and ultimately help
further the goals of a fair and just—-more just
criminal justice system. In particular the city 1is
currently developing a new algorithm with the
Criminal Justice agency and an outside private
contractor to predict people’s failure to—risk of
failure to appear in court, and this tool that’s
under development would be used by judges in
thousands of cases across the city, tens of thousands
of cases across the every year in making bail

determinations. That is determining whether somebody
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from a—whether a New Yorker returns to their family
and community after they are arraigned in Criminal
Court or whether they spend, days, months or even
years sitting on Rikers Island. We think that the
committee and the City Council can play a crucial
role in making sure that the algorithms that are in
development don’t create more harm, don’t do more
harm than they do good. And specifically, we want to
alert particularly to our position that we believe
that these types of algorithms have the possibility
of actually increasing pre-trial detention in New
York City. That is obviously problematic for a
number of reason, the first of which is that the city
is currently trying to close Rikers Island and
decrease the pretrial detainee population on Rikers
Island. It is our fear that the development of these
types of algorithms may actually hinder that
progress. There is nothing inherent in these
algorithms that would lead to a substantive decrease
in the use of pre-trial detention, and these
algorithms present an enticing but ultimately false
promise that we can accurately predict whether an
individual will come back to court or not. The truth

is we can’t predict, but attempts to do so will
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likely lead to increases 1in pre-trial detention. We
believe that the primary goal of bail reform in the
city and across the should be decreasing our jail
populations, and that any—any algorithm that the city
might develop should be judged on that metric first
and foremost, and transparency and accountability are
crucial components of any holding the city to
account—to account for these—these algorithms. And
specifically, [bell] we think that the Council can
insist the city about a do no harm approach to these—
to these instruments. I will try to very quickly sum
up the rest. We are also very concerned about the
racial justice—racial justice aspects of these
algorithms. We know that these algorithms are only
as good as the data that goes into them, and that
data, as we know, is tainted by years of
disproportionate arrest rates, and conviction rates
in communities of color across the city. And so we
are worried that the creation of these algorithms
will exacerbate existing racial disparities and we
want to caution, and again transparency and—and
oversight and accountability are the only ways that
we can actually ensure that we don’t make problems

worse than they already are. And I-I will just end by
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saying one of the things that we would recommend that
is not—the transparency and accountability are good
first steps, but the city has recently required other
agencies to do equity assessments in develop—when
they develop certain policies and programs. And we
would suggest that before certain algorithms are put
into use and actually applied—against—applied in
courts, that they city be required to do equity
assessments of these tools before they’re actually
put into use. So, that there’s actually some X anti-
oversight of these algorithms so that they aren’t
just put out into the field going forward. That’s
it. Thank you.

CHATRPERSON VACCA: [off mic]

SCOTT LEVY: Well, thank you.

YUNG MI LEE: Good afternoon. I’'m Yung
Mi Lee. I'm a Supervising Attorney at Brooklyn
Defender Services. BDS provides multi-disciplinary
and client centered criminal, family and immigration
defense as well as civil legal services, social work
support and advocacy for over 30,000 clients in
Brooklyn every year. I want to thank the New York
City Council Committee on Technology and in

particular Chair James Vacca for holding this hearing
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today. I want to talk about risk assessment
instruments and predictive policing today. Across
the United States and especially in New York City,
nearly half a million people are detained pre-trial
legally presumed innocent but locked up. The
majority of these individuals are legally eligible
for release on bail, but detained because courts set
bail in an--in an amount and form they can’t afford.
Financial conditions of release are on their face
discriminatory and amplified throughout our
inequalities in society. While attempts to reform
have come in cycles for the last several decades, the
most onerous forms of money bail remain in use in
most of the country. Meanwhile [door bangs] multi-
national surety companies have profited from this
mass—-from the mass industry to financing of the bail
bonds industry, which is banned in every country
except the United States and the Philippines. Because
the courts generally only accept bail in cash or
commercial bail bond as opposed for example an
unsecured bond, which is authorized by the New York
State Penal Law and Criminal Procedure Law. Bail
bond agents are often a family’s only hope for

getting a loved one out of jail. The agents can
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charge exorbitant unrefundable fees, demand unlimited
collateral and impose onerous conditions. All this
know, we must allow oversight by local, state or
federal regulators. The industry siphons billions of
dollars from marginalized communities across the
country. Understandably, there is a demand for
something, anything different. The policymakers must
be deliberate about reform. Specifically, the goal
of bail reform must be to reduce pre-trial detention
and eliminate racial and other disparities. The
Zeitgeist (sic) on Bail Reform is a promotion of
RAI’s to drive decisions about pretrial detention,
but it is not clear this approach will help rather
than harm. RAIs purport to objectively and
accurately predict one outcome or another. 1In
reality, they function as a proxy for a series of
subjective human decisions. In practice, RAIs
typical—typically use a series of highly
discriminatory metrics that provide little or no
utility to seeing the future. Common factors include
homelessness, employment, school enrollment, age,
family connections, prior convictions and prior
incarcerations. RAI proprietors argue their tools are

not discriminatory because they do not consider
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demographic information. [bell] But this analysis
ignores the pre-existing sharp disparities in the
aforementioned factors: A landmark for the public
for investigation of RAIs found one commonly used
tool is more likely to falsely identify Black people
as likely to commit a crime. The investigation also
found this RAI to be only somewhat more accurate than
a coin flip in determining a risk of re-offense and
remarkably unreliable in predicting violent crimes.
RAIs come with a unique threat to liberty in New York
State. A concurrent push to allow judges to make
assumptions about dangerousness using RAIs in pre-
trial detention decisions. Under currently state
law, judges may only consider—under current state
law, judges may only consider a risk of flight with
certain exceptions. While RAIs can be used
exclusively to measure this risk, many high level
policymakers including Mayor de Blasio are urging
changes to the bail statute so that dangerousness may
be assessed and considered as well. As such, the
first order of business is to stop this push towards
dystopic preventive detention. There is ample
evidence that even a few days in jail can be

criminogenic. Prevention detention is a counter-
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productive tool of public safety. Moreover, there is
no guarantee that adding dangerousness to the statute
would significantly reduce jail populations.

CHAIRPERSON VACCA: [interposing] Can you
just finish?

YUNG MI LEE: Sure. In short, RAIs by
their nature bypass an individual’s right to due
process and the individualized case-by-case analyses
required of prosecutors, Jjudges, and defense
attorneys. I—I just want to add that while many RAIs
a